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Abstract: In order to make comparisons of competitive balance across sports leagues, we need to take into account how different season lengths influence observed measures of balance. We develop the first measures of competitive balance that are invariant to season length. The most commonly used measure, the ASD/ISD or Noll-Scully ratio, is biased. It artificially inflates the imbalance for leagues with long seasons (e.g., MLB) compared to those with short seasons (e.g., NFL). We provide a general model of competition that leads to unbiased variance estimates. The result is a new ordering across leagues: the NFL goes from having the most balance to being tied for the least, while MLB becomes the sport with the most balance. Our model also provides insight into competitive balance at the game level. We shift attention from team-level to game-level measures as these are more directly related to the predictability of a representative contest. Finally, we measure competitive balance at the season level. We do so by looking at the predictability of the final rankings as seen from the start of the season. Here the NBA stands out for having the most predictable results and hence the lowest full-season competitive balance.
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1 Introduction

The issue of competitive balance illustrates a fundamental difference between sports and business competition. No one buys tickets to watch Apple compete with Samsung. If Apple makes better phones and captures all the market, that’s competition at its best. In contrast, if one sports team handily beats all its rivals then there is less excitement and suspense in watching the game (Ely, Frankel, and Kamenica 2015). The fans of the dominant team might be gratified with all the wins, but fans of the other teams may tune out (Rottenberg (1956), Neale (1964), Knowles, Sherry, and Haupert (1992)).

To promote competition and maintain excitement, most sports leagues take actions that limit the extent of inequality among teams. Examples of these actions include: giving better draft choices to teams that finish at the bottom of the standings; restricting the amount teams can spend to acquire talent; and capping the number of players on a team’s roster.

To the extent that competitive balance is a goal, it needs to be measured. Existing measures of competitive balance reflect two distinct dimensions of inequality, one static and the other dynamic. Static measures look at balance within a given season. For example, how much better are the records of the best teams than the worst teams? Dynamic or dominance measures look at changes in team strengths across multiple seasons; see, for example, Eckard (1998), Humphreys (2002), and Ramchandani et al. (2018). Do the teams that do well in one season continue to dominate in the next season and beyond? A league could have a low static level of competitive balance, but a high level of dynamic balance if different teams were to dominate the league each year.

The focus of this paper is on static measures of competitive balance with application to the four major North American sports leagues. We are especially interested in being able to make comparisons across sports leagues with different season lengths. The four North American league season lengths vary by a factor of 10, from 16 games per team in the NFL to 162 in MLB. European football leagues season lengths are much more homogeneous—the season length is 34 in the Bundesliga, and 38 in the EPL, Serie A and La Liga. As a result, providing a proper adjustment for season length is more important in the four North American leagues, enough so that it can change the rankings.

We offer three innovations to static measures of competitive balance. Most importantly, we develop the first...
measures of competitive balance that are invariant to season length. In the process, we show why the commonly used Noll-Scully (“N-S”) metric is biased and how to correct it. To do so, we build a general model of competition. This model leads to tight bounds on unbiased estimates of team-level variance, and, correspondingly, a new perspective on team-level competitive balance across the four major North American sports leagues. Based on the N-S metric, the NFL was thought to have the greatest level of balance, while the NBA was thought to have the lowest level. Using the unbiased measure, the NFL falls from the top of the list to tie with the NBA at the bottom. Similarly, while college basketball has greater balance than the NBA according to the N-S metric, after we correct for the relatively short season of college basketball, we find the NBA has greater competitive balance.

Team-level balance in European leagues tends to be measured using variations on the Herfindahl-Hirschman Index (HHI). We show how to adjust the HHI and related metrics for season length; here, the effect is small and the balance ranking across European leagues is unchanged.

Our second innovation is motivated by the observation that measures of competitive balance at the team-level (e.g., the N-S metric, HHI, and our variance estimate) do not provide direct insight into the predictability of a typical contest. This leads us to focus on and measure balance at the game level—to what extent is a typical game evenly matched and thus less predictable? As suggested by the title of Pat Toomy’s novel (and the movie it inspired), if a league is well balanced at the game level then On Any Given Sunday, any team can win. As we show in Section 7, individual games are more evenly matched in MLB and the NHL than in the NBA and NFL. At the extreme, when the top team faces the bottom team, the bottom-ranked team has over a 30% chance of winning in MLB, but only a 3% chance in the NFL.

Our third innovation provides a measure of competitive balance based on each team’s chance to end the regular season in first place, which we refer to as season-level competitive balance. For each league, we look at how many teams viably compete to end up in first place. One could think of this as an uncertainty-of-outcome measure taken at the start of the season. To calculate this measure, we start with each team’s chance of winning a single game and then via simulation compound those probabilities over the length of the full season to determine each team’s final rank. Unlike the prior measures, which seek to normalize for season length, season length is now an important factor. While our game-level metric reveals a similar level of balance between the NFL and the NBA for a typical game, because the NBA season is over five times as long, the final NBA rankings are much more predictable than those of the NFL (or the NHL and MLB). The chance that the best team (i.e., the team with the highest game-winning probability) will end the season with the best record is 42% in the NBA, 25% in MLB, 23% in the NHL and 22% in the NFL.

We begin in Section 2 with a history of and motivation for the N-S metric. Section 3 models a simplified two-team binomial league to illustrate the mistaken adjustment for season length employed using the N-S metric. Section 4 introduces a general model of competition and uses the model to develop tight bounds on an unbiased estimate of team-level variance. With these bounds, Section 5 presents an unbiased comparison of the underlying degree of team-level imbalance across the four North American leagues. Section 6 examines the use of variance as a measure of balance and argues for measuring variance at the game level, not at the team level. We do so in Section 7 where we employ rank-order model of competition. In this model, a team’s chance of winning depends on its rank relative to that of its opponent. This model allows us to develop a closed-form solution for both team-level and game-level measures of competitive balance. Section 8 considers the predictability of end-of-season rankings and provides a metric for season-level balance. Section 9 offers a short conclusion. An Appendix provides details for several of the calculations in the paper.

2 Background

Rottenberg (1956) predicted that sports attendance would decline with greater dispersion in winning percentages. To measure dispersion, Roger Noll (1988, 1991) proposed looking at the difference between the win-loss percentage of the best team and the worst team in a season. There was no need to make any correction for season length as his analysis was focused on one league, the NBA, and how the balance changed over time. (Noll also looked at dynamic balance in terms of how many teams won championships and compared this to the theoretical ideal when all teams have equal ability.)

Following discussions with Noll, Gerald Scully (1989) proposed using the variance in win-loss records as measure of balance. If all teams had 0.500 records, there would be zero variance in the win-loss records and perfect balance. One could think of the zero-variance case as the ideal, but even in the case where all teams are equal we would not expect all teams to have 0.500 records. This is for the same reason that when one tosses a fair coin 16 times,
the result will not always be eight heads and eight tails. Thus Quirk and Fort (1992) proposed a different ideal, the variance due to luck or sample size when each matchup is a 50:50 coin toss. This idealized variance can be used as the baseline to evaluate the observed variance.

A baseline is needed when making comparisons across leagues because, all else equal, a league with more games in its season will tend to have less sample size noise and thus less variance in team win percentages than a league with fewer games. Hence, in order to draw meaningful comparisons between leagues whose season lengths vary significantly, the variance in win percentages needs to be normalized to account for season length.

The idea of a variance ratio (or, more specifically, a standard deviation ratio) was formalized by Quirk and Fort (1992) in a measure that has come to be known as the Noll-Scully metric. The N-S metric for a league in a season is \( \text{ASD/ISD} \), where ASD is the actual standard deviation in win percentages records and ISD is the ideal standard deviation in win percentages in the case where each game is a fair coin toss. While a ratio of 1 is the “ideal,” it is theoretically possible that the N-S score is below 1, although this has not been observed in practice; see Goossens (2006).

A purported strength of the N-S measure is that one can use it to compare the competitive balance across different leagues; see, for example, Berri, Schmidt, and Brook (2007). The N-S metric is 1 for any season length in a perfectly balanced league. However, in all other cases, the ratio is not neutral to season length. In the next section, we show that the N-S metric is significantly biased against leagues with long seasons. The longer the season, the less competitively balanced the league will appear based on the N-S metric. Thus, the NFL with its short season will appear to be more competitively balanced than MLB with its long season.

The bias of the N-S measure has been well-established by Owen and King (2015) through extensive simulation. We develop a model of competition which generates an unbiased estimate of variance (as well as HII) both at the team level and at the game level.

### 3 The mathematical problem with the N-S metric

To illustrate the problem with the N-S metric, we start with an overly simplified league, one with only two teams that play each other \( n \) times. Each time they meet, the better team has a chance \( p \geq 0.5 \) of winning. When we say the better team has a higher \( p \), we are using \( p \) to denote a team’s ability to win a game. In the literature, a team’s \( p \) is sometimes referred to as its “ability.” This shorthand use of ability can be misleading as a team’s chance of winning depends on a constellation of factors that go beyond differences in raw player talent. A team’s \( p \) also depends on how those differences play out based on the rules of the game. For example, a baseball team could have a star hitter, but the effect of that advantage is mitigated by the rule that requires all nine players to take their turn at bat; in contrast, there is no rule limiting how often a star player can take the shot in basketball. Similarly, the length of the sporting contest or number of scoring opportunities will influence how differences in talent translate into differences in winning probabilities (with shorter contests tending to dampen the effect of talent differences among teams). Teasing out the extent to which the various factors influence winning probabilities is outside the scope of this paper. Our measures of competitive balance depend on the underlying fundamentals, as captured by the distribution of winning probabilities across teams in the league.

By defining \( p \) for one team (and \( 1−p \) for the other), we establish the degree of imbalance in the league and it remains constant. This allows us to evaluate whether and how the expected N-S metric for the league changes with different season lengths.

What we observe are the win percentages which are not the same as the underlying probabilities, and that is the source of the problem. For example, if the season is short, say just one game in the extreme, we will observe one team with a 1.000 win percentage and the other with a 0.000 win percentage. Even if the teams are equally matched, the league will (artificially) look very imbalanced. The variance in win percentages will be 0.25 as each team is 0.5 away from a 0.500 win percentage.

As the season becomes infinitely long, the better team’s winning percentage will converge to \( p \) while the worse team’s winning percentage will converge to \( 1−p \), and the variance in win percentages will converge to \( \frac{1}{2}(p−0.500)^2 + \frac{1}{2}(1−p−0.500)^2 = (p−0.500)^2 \). For example, if \( p \) is 0.6, then the two teams’ winning percentages will converge to 0.600 and 0.400, and the variance will converge to 0.01. The variance falls from 0.25 to 0.01 as the season goes from one game to infinitely long.

As this example illustrates, even when we hold the true imbalance fixed (at \( p = 0.6 \)), the expectation of the observed variance falls as the season gets longer. To understand the size of this effect, we calculate the expected variance in the
observed winning percentage for a season length of $n$ games. Once we know the predicted effect of season length, we can correct for it and thereby achieve an unbiased estimate of the true level of dispersion for any season length.

If we knew the true $p$, the variance would be $\sigma^2 = (p - 0.5)^2$ and this is unchanged with season length. The problem is that we don’t know the $p$. Instead, we observe winning percentages $w_1$ and $w_2$, which leads to an observed variance $\hat{\sigma}^2$. As each game must have a winner and a loser, $w_1 = 1 - w_2$, and the average team must win 50% of its games. Thus

$$\hat{\sigma}^2 = 0.5(w_1 - 0.5)^2 + 0.5(w_2 - 0.5)^2 = |w_1 - w_2|^2. \quad (1)$$

For notational simplicity, we refer to $w_1$ as $w$.

The resulting estimation problem is similar to how one estimates true variance from observed variance. The expected value of the observed variance in win percentages is

$$E[\hat{\sigma}^2] = E[w - 0.5]^2 \quad (2)$$

$$= E[(w - p) + (p - 0.5)]^2 \quad (3)$$

$$= E(w - p)^2 + E(p - 0.5)^2 \quad (4)$$

$$= \frac{p(1 - p)}{n} + E(p - 0.5)^2 \quad (5)$$

$$= \sigma^2_{\text{sample size}} + \sigma^2. \quad (6)$$

The key step in going from equation (3) to (4) is that $E(w - p) = 0$, so that $E[(w - p)(p - 0.5)] = 0$. In moving from (4) to (5), the term $E(w - p)^2$ is the sample size variance in the frequency of observed heads from a weighted coin. From the binomial distribution, we know $\sigma^2_{\text{sample size}} = p(1 - p)/n$.

We have distilled the expected value of observed variance into the sum of two components: the first is the variance attributable to finite sample size; the second is the component of variance attributable to the different true winning probabilities across the teams. This is similar to the standard formula used in measuring mean squared error, except in our case the bias term is not bias but the term of interest.²

As the formula makes clear, the expected observed variance decreases with the length of the season. The reason is that the longer the season, the lower the variation due to sample size. As the season converges to an infinite length, the observed win percentages converge to $p$ and $1-p$, and the variance converges to $\sigma^2$. Since the expected observed variance changes with $n$, we can’t directly compare the observed variances across leagues with different season lengths.

To solve this problem, Quirk and Fort (1992) use as a normalization the expected variance in the idealized case where all teams have equal win rates ($p = 0.5$). In that case, the predicted observed variance in a season of length $n$ would be $\sigma^2 = 0.25/n$. The N-S metric (or more precisely the square of the N-S metric) is the ratio of the observed variance to the expected idealized variance, $\hat{\sigma}^2 / (0.25/n)$. We use equation (5) to calculate the expected value of $(N-S)^2$

$$E\left[(N-S)^2\right] = \frac{\frac{p(1-p)}{n} + E(p - 0.5)^2}{\frac{4}{n}}$$

$$= 4p(1-p) + 4n\sigma^2 \quad (8)$$

The first term is independent of season length, but the second is not. Only in the special case where the teams are equal ($p = 0.5$ and $\sigma^2 = 0$) is this measure of balance independent of season length, and the expected value of $(N-S)^2$ is 1 for all $n$.

In the realistic case where $\sigma^2 > 0$, so that the teams are not equal, it follows that the expected value of the N-S metric rises with $n$, a point recognized by Owens and King (2015) and Birnbaum (2016). The greater the value of $\sigma^2$, the more the expected value of N-S increases with $n$.

Consider the expected value of the N-S metric for the case where $p = 0.6$ as $n$ goes from 1 to 16 to 82 to 162. Not only does the $(N-S)^2$ metric and the N-S metric approach infinity as $n$ gets large, but the bias is significant even for small $n$. For example, holding $p$ at 0.6, as the season length increases from 16 games (e.g., the NFL) to 162 games (e.g., the MLB), the expected N-S metric more than doubles, increasing from 1.03 to 2.55; see Table 1. And yet the underlying difference between the two teams remains the same. This suggests that the N-S metric significantly overstates competitive balance in leagues that play fewer games relative to leagues that have longer seasons.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Expected $(N-S)^2$ metric</th>
<th>Expected N-S metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.96 + 0.04 = 1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>16</td>
<td>0.96 + 16×0.04 = 1.60</td>
<td>1.03</td>
</tr>
<tr>
<td>82</td>
<td>0.96 + 82×0.04 = 4.24</td>
<td>1.84</td>
</tr>
<tr>
<td>162</td>
<td>0.96 + 162×0.04 = 7.44</td>
<td>2.55</td>
</tr>
<tr>
<td>large $n$</td>
<td>$= 0.04n$</td>
<td>$0.2\sqrt{n}$</td>
</tr>
</tbody>
</table>
If we return to equations (7) and (8), we can identify the source of the problem. By implicitly assuming that the ideal case is equal win probability or \( p = 0.5 \), the denominator in the N-S score only considers variance due to the randomness in game outcomes, i.e., the first term in the numerator of (7). It ignores variance due to any underlying imbalance in the system, i.e., \( \sigma^2 \), the second term in (7). But no actual league is ideally balanced and the imbalance in the system is what we are looking to estimate and compare across leagues. The main source of variability in winning percentages as \( n \) gets large is the different win probabilities between the teams. Once we recognize this, we can correct for the measurement error and thereby calculate an unbiased estimate of the true variance.

### 4 The solution

We are looking for an unbiased estimate of the variance in teams’ win probabilities, one that is invariant to season length. The challenge is we don’t observe \( p \) or, with many teams, the \( p_i \) for each team. Thus, we want to find a way to estimate \( \sigma^2 \) from the observed variance, \( \hat{\sigma}^2 \). To do so, we build a general binomial model of competition.

In a season where each team plays \( n \) games, let team \( i \)’s chance of winning game \( k \) be \( p_{ik} \). Note that \( p_{ik} \) is not team \( i \)’s chance against opponent \( k \). This is team \( i \)’s chance in game \( k \) of the season; it may depend on the point in the season, the opponent, and whether the game is home or away. This approach is quite general. Two games against the same rival could have different winning probabilities at different points in the season. The winning probabilities can depend on what has happened earlier in the season. There is no assumption that the season is balanced. The only constraint is that for the team that plays team \( i \) in game \( k \), its chance of winning must be \( 1 - p_{ik} \).

Team \( i \)’s average chance of winning, \( p_i \), and its observed winning record, \( w_i \), are

\[
p_i = \frac{1}{n} \sum_{k=1}^{n} p_{ik}
\]

\[
w_i = \frac{1}{n} \sum_{k=1}^{n} w_{ik}
\]

Since every game has a winner and a loser, the average win probability is always 0.5 and the observed variance is

\[
\hat{\sigma}^2 = \frac{1}{T} \sum_{i=1}^{T} [w_i - 0.5]^2
\]

(11)

Similar to the results in equations (2) through (6), we show in Appendix calculation 1 that in a league with \( T \) teams:

\[
E[\hat{\sigma}^2] = \frac{1}{T} \sum_{i=1}^{T} E[w_i - 0.5]^2
\]

(12)

\[
= \sigma^2 + \frac{1}{n^2 T} \sum_{i=1}^{n} \sum_{k=1}^{n} p_{ik} (1 - p_{ik})
\]

(13)

where the true variance is

\[
\sigma^2 = \frac{1}{T} \sum_{i=1}^{T} (p_i - 0.5)^2
\]

(14)

Note that this true variance measure is an average across the entire league and not for each division.

Calculation 1 in the Appendix goes on to show that

\[
E[\hat{\sigma}^2] = \sigma^2 [\frac{n - 1}{n} + \frac{0.25}{n^2} - \frac{1}{T} \sum_{i=1}^{T} \sum_{k=1}^{n} (p_{ik} - p_i)^2]
\]

(15)

Once \( n > 1 \), we can rearrange this formula and substitute the observed variance for its expectation. Since the expected value of the observed variance is by definition \( E[\hat{\sigma}^2] \), this leads to an unbiased estimate of the true variance, represented by \( s^2 \):

\[
s^2 = \frac{n}{n - 1} \left[ \hat{\sigma}^2 - \frac{0.25}{n} - \frac{1}{T} \sum_{i=1}^{T} \sum_{k=1}^{n} (p_{ik} - p_i)^2 \right]
\]

(16)

This estimate is comprised of three adjustments. There is the standard Bessel correction for the number of observations. This is done after we subtract from the observed variance the expected variance in the idealized case where all teams are equal. In addition, we need to add a small correction factor for the fact that each team’s winning probability \( p_{ik} \) is generally not constant across rivals and over the season.

Sports writers Tango (2006) and Mauboussin (2012) have suggested rearranging equation (6) to develop an estimate of the true variance: \( s^2 = \hat{\sigma}^2 - \frac{0.25}{n} \). Subtracting the ideal variance is better than dividing by it. But as we can see from equation (16), this is not an unbiased formula. The issue is that the idealized variance is maximal and thus always larger than the true sample-size variance. While the difference is small for MLB with \( n = 162 \), it matters for the NFL where \( n = 16 \).

To explore our new estimate, we briefly return to the simple case with two teams. In that model, if the chance team 1 beats team 2 is constant over the season then \( p_{ik} = p \) and our estimate in equation (16) becomes
\[ s^2 = \frac{n}{n-1} \left( \bar{p}^2 - \frac{0.25}{n} \right). \] (17)

Next we add a home-team advantage, a relevant factor that has been documented in most sports; see Trandel and Maxcy (2011) and Lopez, Matthews, and Baumer (2018). Continuing with the 2-team example, if we assume the chance team 1 beats team 2 is constant at \( p_h \) at home and \( p_a \) when away, then let \( p = (p_h + p_a)/2 \) and \( h = (p_h - p_a)/2 \), where \( h \) is the home-field advantage. If the schedule is balanced between home and away, \( p_{ik} = p + h \) half the time, \( p-h \) the other half, and the average value of \( p_i \) is unchanged. Our estimate in equation (16) becomes

\[ s^2 = \frac{n}{n-1} \left( \bar{p}^2 - \frac{0.25 - h^2}{n} \right). \] (18)

This adjustment is smaller than prior adjustments to the N-S score as calculated by Trandel and Maxcy (2011). The size of their prior adjustment depends on the home advantage \( h/n \) compared to 0.25/n, and thus the season length \( n \) factors out of the comparison. Here, \( h^2/n \) is being compared to \( \bar{p}^2 - 0.25/n \), and so the adjustment depends on \( n \) and is much smaller when \( n \) is large.

We can apply this approach more generally to multi-team leagues. If we think of \( p_{ik} \) as team \( i \)'s baseline chance of winning game \( k \) when played on neutral ground and this goes up or down by a constant \( h \) where there is a 50% chance any game is home or away, then team \( i \)'s adjusted chance of winning game \( k \) is \( p_{ik}^* = p_{ik} \pm h \). In this case, 

\[ E(p_{ik}^* - p_i)^2 = (p_{ik} - p_i)^2 + h^2, \]

and our estimate becomes

\[ s^2 = \frac{n}{n-1} \left( \bar{p}^2 - \frac{0.25 - h^2}{n} \right) + \frac{1}{n^2} \sum_{i=1}^{T} \sum_{k=1}^{n} (p_{ik} - p_i)^2 \] (19)

To get a sense for the magnitude of the final term, consider the case where \( p_{ik} = p_i \) ranges uniformly over \([-m, m]\). If \( m = 0.2 \), a top team with an average win record of 70% will have \( p_{ik} \) vary between 90% and 50% on neutral ground. The 90% win rate is against the lowest-ranked team and the 50% rate is when playing its closest rival. For a mid-ranked team with \( p_i = 0.5 \), it would have a 70% chance of beating the lowest-ranked team, but only a 30% chance of beating the top team (when playing on neutral ground). In this case, the value of the final term can be approximated by \( m^2/3 \)

\[ 3 \text{ As a referee pointed out, we need to be careful that } p_{ik} \pm h \text{ is not above 1 or below 0. Given the realistic range of values for } p_{ik} \text{ and the size of } h, \text{ this is nearly always true. Even when the best team plays the worst team on a neutral ground, the chance of winning is rarely above 90% and the home team advantage is generally below 10%. In that case, adding a home-team advantage doesn't change the average value of } p_{ik}. \text{ We return to this issue when estimating our rank-order model in Section 7.}

\[ s^2 = \frac{n}{n-1} \left( \bar{p}^2 - \frac{0.25 - h^2 - m^2/3}{n} \right) \] (20)

with \( m = 0.20 \) and \( h = 0.10 \), \( s^2 \approx \frac{n}{m-1} \left( \bar{p}^2 - \frac{0.25}{n} \right) \).

In Section 7, we present a model that allows us to estimate our closed-form solution for \( s^2 \). In this model, each team's chance of winning (on neutral ground) is determined by its rank relative to the rank of its rival—"the bigger the difference in ranking, the greater the chance the higher-ranked team wins. As we show, this model leads to something very close to the case of a uniform distribution of \( p_{ik} - p_i \). We then use the model to estimate values of our analog of \( m \) for each of the leagues in each year.

At this point, even without solving the model, we can place realistic bounds on the estimate of \( s^2 \), bounds that allow us to make comparisons across leagues. We assume that \( |p_{ik} - p_i| < 0.2 \). Data from the four major North American sports leagues shows that typically \( h \leq 0.10 \). Putting this together leads to the bounds

\[ \frac{n}{n-1} \left( \bar{p}^2 - \frac{0.25}{n} \right) \leq s^2 \leq \frac{n}{n-1} \left( \bar{p}^2 - \frac{0.20}{n} \right) \] (21)

For purposes of comparison, the N-S measure of balance is based on the standard deviation rather than the variance. We provide a comparable score by taking the square root of our unbiased estimate. In a 30-team league, one can think of the estimate of \( s \) as being an indication of how much the 5th-best team is above 0.500. In the next section, we present a graph of \( s \) across time and across the leagues. In this graph, the thickness of each line represents the range of possible values in equation (21).

We recognize that the expected value of the standard deviation is not the square root of the expected value of the variance (as the square root is not a linear function). While this is a standard issue with the commonly used estimates of the standard deviation, simulation shows the expected bias is below 1%.4

There is one remaining potential issue with using \( s^2 \) (or its square root) as a way to compare balance across sports leagues. We have corrected for the length of the

4 We ran simulations for virtual leagues where the distribution of winning probabilities, and hence \( \sigma^2 \), was known. In these simulations, the schedules were perfectly balanced and so season length did not line up perfectly with actual season lengths. The simulated chance team 1 beat team 2 was \( \frac{1}{2} + (i - j)\Delta \), where \( i \) and \( j \) were the ranks of the two teams (as discussed in the rank-order model in Section 7), and \( \Delta \) was estimated for each league. With one million simulations, the estimates \( \hat{s}^2 \) were within 0.02% of the actual value. The \( \hat{s} \) estimates for \( \sigma \) were slightly biased downward (as expected) but were still within 0.8% of the true value for the NFL and within 0.3% for the other three leagues (due to their longer seasons).
season, but we have not adjusted for the number of teams in a league.

The issue is the maximum possible value of \( \sigma^2 \) is not 0.25—as would be the case if it were possible for half the teams to have perfect records and the other half to win no games. In sports leagues, the bottom teams end up playing each other and so one team must win. The most unequal level of balance possible arises when teams can be ranked from 1 to \( T \) and the higher-ranked team always beats the lower-ranked team; see Horowitz (1997) and Fort and Quirk (1997). The resulting distribution of team win probabilities will be \([0, \frac{1}{T^2}, \ldots, 1]\) which leads to the maximum possible value of \( \sigma^2 \):

\[
\text{Max } \sigma^2 = \frac{1}{T} \sum_{i=1}^{T} \frac{(i-1)^2}{(T-1)^2} - \frac{1}{4} = \frac{T + 1}{12(T - 1)}. \tag{22}
\]

The maximum possible variance is not independent of the number of teams. (As the number of teams becomes large, the distribution of win probabilities becomes uniform over \([0, 1]\) and the variance converges to 1/12.) Since the number of teams differs across the leagues (and over time), the question arises whether we should compare the variances directly or the variances relative to their possible maximum; see Owen, Ryan, and Weatherston (2007) for a discussion of this issue in the context of the Herfindahl index and Owen (2010) in the context of Noll-Scully.

In practice, this complication may not matter. The estimated variances are much smaller than their possible maximum. The typical values are 25% of the maximum in the NBA and NFL, 7% in the NHL, and 4% in MLB. This suggests that the maximum is far from binding. The maximum possible values of \( \sigma^2 \) are also tightly clustered across the leagues. From low to high, they differ by less than 0.5%. When looking at the maximum possible standard deviations, the range is only 0.2%. Given the much wider differences across leagues—typically over 100% between the NHL and MLB compared to the NBA and NFL—a 0.2% potential correction due to league size will not change any of our conclusions.

We make one final detour before turning to empirical results. We have so far emphasized variance as a measure of competitive balance. In European football, it is more common to consider variations on the Herfindahl-Hirschman Index (HHI) as a measure of balance; see Depken (1999), Michie and Oughton (2004), and Plumley and Flint (2015).

HHI is closely connected to variance—knowing one metric directly leads to the other. The HHI is defined as the sum of squared market shares across firms in an industry. To translate this to sports, we look at “market share” of wins. If team \( i \)'s win percentage is \( \hat{w}_i \), its share of wins is \( m \hat{w}_i / (nT/2) \). Thus

\[
\text{HHI} = \left( \frac{2}{T} \right)^2 \sum_{i=1}^{T} \hat{w}_i^2. \tag{23}
\]

To compare variance with HHI,

\[
\text{HHI} = \left( \frac{2}{T} \right)^2 \sum_{i=1}^{T} \left[ \left( \hat{w}_i - \frac{1}{2} \right) \left( \hat{w}_i - \frac{1}{2} \right) \right] = \frac{4}{T} \left[ \sigma^2 + \frac{1}{4} \right] \tag{24}
\]

The two measures are linearly related, although the index varies inversely with the number of teams. Michie and Oughton (2004) control for the number of teams by looking at what they call the Herfindahl Index of Competitive Balance (HICB), where \( \text{HICB} = 100 * \text{HHI} / (1/T) = 100 * [4 \sigma^2 + 1] \). Effectively, HICB brings the HHI back to a variance measure. The true HHI would be based on the actual, not the observed, variance. To provide an unbiased estimate of the true HHI or HICB from the observed data, we use the same tools to estimate \( \sigma^2 \) based on \( \hat{\sigma}^2 \) and then apply this to the formula in (24).

This relationship is not exact when one adds the potential for ties to the mix and a scoring system where wins are awarded three points and ties lead to one point for each team. In Section 7, we show how to adjust HHI-related measures for season length. The impact is relatively small as the season lengths are much more homogeneous across different European football leagues than across different North American sports leagues.

5 Empirical observations

We have established that the N-S score fails to make the appropriate correction for season length. Here we look at our \( s \) estimates across leagues. We compare these results to the earlier conclusions based on the N-S metric. Figure 1 shows the year-by-year breakdown of Noll-Scully across the NBA, NFL, MLB, and NHL since 1991.

From this chart, it appears that the NBA is an outlier in terms of static competitive balance and that the NFL is the league with the most balance. Berri, Schmidt, and Brook (2007) in The Wages of Wins use the N-S score to suggest that the NBA has significantly less competitive balance than the three other leagues.

But, as we now know, the N-S scores are biased. In Figure 2, we show our unbiased estimates of the standard deviation in winning probabilities. The thickness of the lines represents the range of possible values based on the bounds in equation (21).
This chart shows that the NFL and the NBA are about even in terms of static competitive balance. The league with the most balance is MLB, followed by the NHL. Since the N-S score penalizes leagues with longer seasons, the new score shows that the MLB has greater competitive balance than previously thought, moving from third to first place. Meanwhile, the NFL, which was previously winning the N-S balance race, was doing so only due to its short season.

From 2010 through 2018, the estimates of $s$ for the NBA and the NFL have been near 0.15. This means that the typical 5th-best team and typical 5th-lowest team are about 0.150 points away from 0.500. Thus, the typical 5th-best team wins 65% of its games and the typical 5th-lowest team wins 35% of its games. In contrast, for MLB and the NHL, the 2010 through 2018 estimates of $s$ are roughly 0.06 and 0.07, respectively. For these two leagues, the typical 5th-best team wins 56–57% of its games and the typical 5th-lowest team wins 44–43% of its games.

This new ranking is in line with the results of Tango (2006). Tango looked at the observed variance minus the estimated randomness assuming all teams are equal to calculate an estimate of the true variance in winning probabilities. While this is not an unbiased estimate, the small level of bias is not large enough to mask the differences in the four leagues.

When a league has a higher $\sigma^2$, the win probabilities are farther apart and thus it should be easier to determine which teams have the highest and lowest “abilities.” This idea is discussed in Mauboussin (2012, pp. 78–80) who uses as a metric the ratio of variance from luck (the ideal variance when all teams are equal) over the total observed variance—his ratio is precisely the inverse of the N-S metric squared and thus suffers from all the same issues. Mauboussin compares the 12% contribution of luck in the NBA to the 34% contribution of luck in MLB and concludes: “10 basketball games, for instance, reveal much more about ability than 10 baseball games do.” Since he calculates an even larger contribution of luck in the NFL at 38% compared to MLB, he would presumably make the conclusion that 10 basketball games reveal much more about differential “ability” or what we call differential winning probabilities than 10 football games. But this latter conclusion would be wrong.

The variance due to different winning probabilities, when properly measured, is nearly identical in the NBA and NFL. The only reason that luck plays a bigger role in the NFL is that its season is 16 games long compared to 82 in the NBA. Because the NFL season is much shorter than the NBA season, luck plays a bigger role in the NFL in terms of final standings. One learns no more after 10 NFL games than 10 NBA games about which teams are better. It is true that one learns more after 10 NBA games than 10 MLB games, but this is because $\sigma^2$ is bigger in the NBA than in the MLB. The best teams win a much higher percent of their games in the NBA compared to the MLB, and thus it takes fewer games to determine which NBA teams are best.

### 6 A better variance measure

Having corrected the way to calculate a variance measure with respect to season length, we now address the more fundamental question of whether an unbiased measure of variance at the team-level is a good metric for competitive balance. The metric does not provide information about the predictability of end-of-season standings. It also doesn’t directly provide information on the predictability of an individual representative game. The problem is not with the use of variance, but that both the N-S metric and our unbiased estimate $s^2$ measure variance across teams’ season-average win probabilities rather than the variance that arises at the game level.

To highlight the issue, consider again the example of a league with the most unequal level of balance. In this league, the higher-ranked team always defeats a lower-ranked rival. With a balanced schedule, the distribution of win records will be close to uniform and $\sigma^2 = 1/12 = 0.083$. 

![Figure 1: N-S metric in North American sports leagues.](image1)

![Figure 2: $s$ estimates in North American sports leagues.](image2)
The variance in team win probabilities may not fully reveal the level of imbalance in a representative game.

This leads us to consider variance in the winning probabilities, $p_{ik}$, at the game level:

$$\sigma_{game}^2 = \frac{1}{Tn} \sum_{i=1}^T \sum_{k=1}^n (p_{ik} - 1/2)^2$$  \hspace{1cm} (25)

In this maximally unequal league, $p_{ik}$ is either 0 or 1, depending on whether $i$ is the lower- or higher-ranked team. Across all teams half the values are 0 and the other half are 1. Thus $\sigma_{game}^2 = 0.5^2 = 0.25$.

In this example, the $p_{ik}$ reveal that all games are entirely predictable, a fact potentially hidden when looking just at the $p_i$. It’s not just that the variance is bigger at the game level, but that $p_{ik}$ are directly connected to predictability at the game level while the $p_i$ are not. To the extent we are using competitive balance as a proxy for unpredictability in a representative game, the variance in $p_{ik}$ is more relevant than the variance in $p_i$.5

For this reason, we look at $p_{ik}$ not $p_i$ as the fundamental driver of competitive balance. While it might seem that this would lead to a much more complicated estimation problem, under our proposed model of competition in Section 6, $\sigma_{game}^2$ is almost exactly twice $\sigma^2$. Thus we can use the unbiased estimate $s^2$ to also estimate $\sigma_{game}^2$. The ordering of competitive balance across leagues remains the same. Using this relationship also means that we can estimate $\sigma_{game}^2$ using just 30 win records (in the NBA or MLB), rather than the 435 possible pairwise team records.

There remains the question of using variance as the statistic that best captures the competitive balance implied by the $p_{ik}s$. As we’ve seen, variance is closely connected to the Herfindahl-Hirschman Index of concentration. Indeed, we can think of variance as being an approximation to any natural competitive balance metric based on the $p_{ik}$. Consider, for example, the Shannon measure of entropy associated with the average game:

$$E = -\frac{2}{Tn} \sum_{p_{ik}} \sum_{k=1}^n p_i \log_2(p_{ik}).$$  \hspace{1cm} (26)

Using a Taylor expansion around $p_{ik} = 1/2$, Calculation #2 in the Appendix shows that

$$E = 1 - \frac{2}{Ln(2)} \sigma_{game}^2$$  \hspace{1cm} (27)

More generally, in any Taylor approximation around $p_{ik} = 1/2$, the linear term will be zero, as $E[p_{ik}] = 1/2$ across all teams in the league. Thus, to the extent that the first three terms of the Taylor expansion are a good approximation, variance at the game level will give us an indication of any measure of competitive balance based on the $p_{ik}$.

In the next section, we consider two game-level measures of competitive balance that are functions of variance in our model. One measure looks at the chance the worst team has against the best. A second metric, $P_{HRW}$, looks at a random matchup and calculates the chance that the higher-ranked team wins. This metric captures the level of unpredictability in an average game. In a perfectly balanced league, $P_{HRW}$ would be $1/2$ and in a maximally unbalanced league $P_{HRW}$ would be 1. Whether using variance or some other score, we are led to derive competitive balance metrics using dispersion in $p_{ik}$ rather than $p_i$.

7 A rank-order model of power

We employ a model where the chance team $i$ beats $j$ depends on the power of $i$ relative to $j$. We use this model to provide unbiased estimates for competitive balance across leagues. Our first calculation is an exact estimate of team-level variance in equation (16). Our second calculation provides a measure of competitive balance estimate based on the variance of each individual game result rather than each team’s average winning probability.

We find that variance at the game level is almost exactly twice the variance at the team level. Since the new variance measure is almost exactly double the prior one, the relative rankings of the different leagues are unchanged. Indeed, there is little need to present new charts of competitive balance across leagues as the graphs are nearly identical except for the scale of the vertical axis (and the thinness of the lines).

The model also allows us to present competitive balance measures that are connected to uncertainty of outcome, both at the game level and at the season level.

---

5 Measuring variance at the game level solves the problem that the maximal possible variance depends on the number of teams in the league. When variance is measured at the game level, the maximum pairwise-variance is 0.25 no matter how many teams are in the league. This independence across league size eliminates any league-size source of bias in a cross-league comparisons of balance or a time series comparison when the number of teams changes over time.

6 This assumes the derivatives are bounded. If, for example, the measure of competitive balance is the standard deviation, then $\sigma = 0$ at the approximation $p_{ik} = 1/2$ and the first derivative $(1/(2\sigma))$ is not defined.
7.1 Building a model

A realistic model of competition has team \( i \)'s chance of beating team \( j \) depend on the relative game-winning power of the two teams. Since game-winning power no longer directly corresponds with the winning probability, we need some new notation. We denote the power score of team \( i \) by \( \mu_i \). Similar to our earlier caution about not equating winning probability with ability, the translation of relative power to win probability depends not just on player talents, but also on other factors such as the rules of sport.

There are several ways of translating power scores into win probabilities. The Bradley-Terry Model (Bradley and Terry (1952)) or power-score ratio approach assumes the chance team \( i \) beats \( j \) is

\[
q_{ij} = \frac{\mu_i}{\mu_i + \mu_j}.
\]

Note that we have changed notation. Here we are assuming that the chance team \( i \) wins only depends on the opponent \( j \) and not when the game is played. In our original notation, \( q_{ij} = p_{ik} \) for all the games \( k \) in which team \( i \) plays \( j \). Similar to our earlier specification, these are winning probabilities on neutral ground. Later we add a home-team advantage.

When two teams have equal power, the chance of winning is 0.5 for each. The bigger the difference in power, the more predictable is the outcome. One can also use power measures to predict the score differential (and by implication the better team); see Glickman and Stern (1998) and Boulier and Stekler (2003).

A variant on this approach is the “Log5” model applied to sports by Bill James (1981). If team \( i \)'s game-winning power is \( \mu_i \) and it faces a team \( j \) with power \( \mu_j \), the chance \( i \) wins is

\[
q_i = \frac{\mu_i (1 - \mu_j)}{\mu_i (1 - \mu_j) + \mu_j (1 - \mu_i)}.
\]

Similar to the ratio model, a team with no power has no chance of winning (unless it plays another team with no power). The team with more power has a greater chance of winning, and two teams with equal power have an equal chance of winning. In the ratio model, the maximum power is infinity, while in the Log5 model the maximum power is 1. In fact, the Log5 model is identical to the ratio model if we rescale the game-winning powers to be \( \frac{\mu_i}{1 - \mu_i} \).

A challenge with both these approaches is that we have to estimate a game-winning power for each team and then use those estimates to derive the implied probabilities and competitive balance. Lopez, Matthews, and Baumer (2018) undertake this process using betting data, allowing for team strengths that vary across seasons and even week to week.

We present a simpler model where a team’s winning probability is determined by its rank relative to that of its rival. Here, we assume that when the team with rank \( i \) plays the team with rank \( j \), team \( i \)'s chance of winning (on neutral ground) is

\[
q_{ij} = \frac{1}{2} + (i - j)\Delta.
\]

The greater the difference in rank, the greater the chance the team with the higher rank will win, and the single parameter \( \Delta \) determines the size of the effect. An advantage of this model is that it can be estimated using season-level rather than game-level data.

To calculate each team’s overall or average chance of winning, we assume the schedule for each team is perfectly balanced. For the \( i \)th-ranked team,

\[
q_i = \frac{1}{T - 1} \sum_{j=1, j \neq i}^{T} \left[ \frac{1}{2} + (i - j)\Delta \right] = \frac{1}{2} \sum_{j=1}^{T} \left( \frac{T + 1}{2} \right) \Delta.
\]

For the top-ranked team in a 30-team league, the average chance of winning is \( q_{30} = \frac{1}{2} + \frac{15}{2} \Delta \), while for the team just above the middle, \( q_{16} = \frac{1}{2} + \frac{15}{2} \Delta \).

If we could observe the winning probabilities or \( \Delta \) directly, we could calculate the true variance using team-average probabilities. Calculation #3 in the Appendix provides the details:

\[
\sigma^2 = \frac{1}{T} \sum_{i=1}^{T} (q_i - 0.5)^2 = \Delta^2 T = \frac{T + 1}{12(T - 1)}.
\]

Similarly, if we knew all the \( q_{ij} \), we could calculate the true variance at the game level. As shown in Calculation #4 of the Appendix,

\[
\sigma_{game}^2 = \frac{1}{T(T - 1)} \sum_{i=1}^{T} \sum_{j=1, j \neq i}^{T} (q_{ij} - 0.5)^2 = \Delta^2 T(T + 1) / 6.
\]

Comparing equation (32) to (33), variance at the game level is almost exactly twice variance at the team level. The

7 Similar models have been developed in politics to predict the result of the electoral college. States are ranked according to their chance of favoring one party. A party wins all states up to some rank and the other party wins all higher-ranked states; see Chen, Ingersoll, and Kaplan (2008) and Fair (2009).

8 This is one possible formulation. An alternative is \( q_{ij} = \frac{1}{2} + (i - j)^2 \Delta \) so that difference in rank matters more as the rank difference gets larger. It is also possible that the difference between rank 30 (best) and 29 (next best) has a bigger effect than the difference between rank 16 and 15, as the teams in the middle are less differentiated in terms of winning probabilities. While more complicated models may produce better fits of win-loss records, we know the potential gain in estimating variance is small from the bounds in equation (21), and the linear model provides a simple closed-form solution for the variance in \( q_{ij} \).
where we use (32) for the value of \( \sigma \), the ratio of sample variance in the rank-order model. We then employ variance using only season-level data. We estimate would be a complicated undertaking. Fortunately, our model result says that we can calculate the game-level variance using only season-level data. We estimate \( s^2 \) from the observed variance in team records and the predicted sample variance in the rank-order model. We then employ the ratio \( 2 \frac{T-1}{n} \) to translate \( s^2 \) into \( s_{\text{game}}^2 \).

Just as we observed in equation (13), the expected value of the observed variance is the true variance plus sample size noise:

\[
E[\hat{\sigma}^2] = \frac{1}{T} \sum_{i=1}^{n} (w_i - 0.5)^2 = \sigma^2 + \frac{1}{nT} \sum_{i=1}^{n} n \Delta q_{ij} (1 - q_{ij})
\]  

(34)

The \( \frac{n}{nT} \) factor reflects the fact that in a perfectly balanced season of length \( n \), team \( i \) plays \( j \) a total of \( \frac{n}{nT} \) times. We use the rank-order model to simplify the game-level variance:

\[
q_{ij} (1 - q_{ij}) = \left[ \frac{1}{2} + (i - j) \Delta \right] \left[ \frac{1}{2} - (i - j) \Delta \right] = 0.25 - (i - j)^2 \Delta^2
\]  

(35)

Substituting the value in (35) into (34) and summing, Appendix Calculation #5 shows

\[
E[\hat{\sigma}^2] = \sigma^2 + \frac{0.25}{n} \frac{\Delta^2 T (T + 1)}{6n} = \left[ 1 - \frac{2}{n} \frac{(T - 1)}{T} \right] \sigma^2 + \frac{0.25}{n}, \quad (36)
\]

\[
E[\hat{\sigma}^2] = \sigma^2 + \frac{0.25}{n} \frac{(T - 2) T^2 (T + 1)}{12(T - 1)} \Delta^2
\]  

(38)

\[
\approx \sigma^2 + \frac{1}{n} \frac{(T - 1) \Delta}{2} \left( \frac{3n}{2} \right)^2
\]  

(39)

Rearranging terms in (39) leads to

\[
s^2 = \frac{n}{n - 1} \left[ \hat{\sigma}^2 - \frac{0.25 - m^2/3}{n} \right],
\]  

(40)

where \( m = (T-1)/2 \). This makes intuitive sense as \( q_{ij} \) differs from its mean \( q_i \) in equal steps going up by roughly \( \frac{(i-1)\Delta}{2} \) when playing the lowest team and down by \( \frac{(T-i-1)\Delta}{2} \) when playing the top team.

We can also rearrange equation (37) to yield

\[
s^2 = \left[ \frac{n}{n - 2 + \frac{T}{n}} \right] \left[ \hat{\sigma}^2 - \frac{0.25}{n} \right]
\]  

(41)

This formulation is similar to our lower bound estimate in equation (21); the only difference is that the denominator is \( n - 2 + \frac{T}{n} \) rather than \( n - 1 \).

With an 82-game season and a 30-team league in the NBA, the estimate of \( s^2 \) is just 1.2% larger (as a ratio) than the lower bound and the estimate of \( s \) is only 0.6% larger. The ratio is similarly close for the NHL and MLB. With a 16-game season in the NFL and 32 teams, the estimate \( s^2 \) is 6.7% larger (as a ratio) than the lower bound and the estimate of \( s \) is only 3.3% larger; see Table 2. The parameter estimates provided in Table 2 and all subsequent tables are averages of the relevant year-by-year parameter estimates.

Similarly, we can employ equation (41) to provide a season-length adjustment for HHI-based scores. Let HICB be the observed value of the Hirfndahl Index of Competitive Balance from Michie and Oughton (2004). An unbiased estimate for the true value of HICB, what we’ll call UHICB, is based on an unbiased estimate for \( \sigma^2 \) rather than the observed \( \hat{\sigma}^2 \):

\[
\text{UHICB} = 100 \times 4s^2
\]  

(42)

\[
= \left[ \frac{n}{n - 2 + \frac{T}{n}} \right] \left[ \text{HHI} - \frac{100}{n} \right]
\]  

(43)

In European leagues, schedules are perfectly balanced and thus \( n = 2(T-1) \) which implies \( \frac{n}{n - 2 + \frac{T}{n}} = \frac{n^2}{n} \).

### 7.2 Game-level variance

While it is worthwhile to have an improved estimate for team-level variance, the main purpose of the model is to

<table>
<thead>
<tr>
<th>Power-rank model</th>
<th>Lower bound</th>
<th>Ratio of estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLB</td>
<td>5.71%</td>
<td>5.69%</td>
</tr>
<tr>
<td>NHL</td>
<td>7.80%</td>
<td>7.75%</td>
</tr>
<tr>
<td>NBA</td>
<td>14.65%</td>
<td>14.56%</td>
</tr>
<tr>
<td>NFL</td>
<td>15.08%</td>
<td>14.60%</td>
</tr>
</tbody>
</table>
develop an estimate of variance at the game level. The hard work has already been done. Since \( \sigma_{\text{game}}^2 = \frac{2(T - 1)}{T} \sigma^2 \), the estimate of game-level variance, denoted by \( s_{\text{game}}^2 \), follows directly from (41):

\[
s_{\text{game}}^2 = \frac{2(T - 1)}{T} s^2 = 2 \left[ \frac{n(T - 1)}{(n - 2)T + 2} \right] \left[ \frac{\sigma^2 - 0.25}{n} \right]. \tag{44}
\]

Since the game measure is almost exactly double the team-level measure, the relative rankings and the ratios across leagues are almost exactly the same. We don’t have to measure the observed variance at the game level—our model allows us to estimate game-level variance using only team-level data.

To normalize the scores, we compare the results to the worst-possible case. The worst possible case at the game level is when each game is perfectly predictable: \( q_i = 1 \) and \( q_j = 0 \). In this case, both probabilities are 0.5 away from the average probability of 0.5. From Table 3A, we see that at the individual game level, MLB and the NHL are at 16% and 22% of the standard deviation of the worst case, while the NBA and NFL are above 40%.

Given that college basketball does not employ many of the competitive balance tools used in professional leagues (e.g., a player draft), it is perhaps not surprising that we see significantly less balance at the game level in all the major conferences compared to the NBA and the other professional leagues. This is in spite of the fact that teams tend to play most of their schedule against teams comparable in quality. While schedules are not perfectly balanced, our estimates are close to the upper part of the range in equation (21) and the lower bounds on \( s_{\text{game}} \) are within 0.6% from the estimates below. Thus, even at the lower bound, the estimated \( s_{\text{game}} \) for college basketball is above that for the NBA; see Table 3C.

### Table 3A: Est. standard deviation at game level – 1991–2018.

<table>
<thead>
<tr>
<th>League</th>
<th>( s_{\text{game}} )</th>
<th>Worst case</th>
<th>Ratio of ( s_{\text{game}} ) to worst case</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLB</td>
<td>7.94%</td>
<td>50%</td>
<td>15.88%</td>
</tr>
<tr>
<td>NHL</td>
<td>10.83%</td>
<td>50%</td>
<td>21.66%</td>
</tr>
<tr>
<td>NBA</td>
<td>20.36%</td>
<td>50%</td>
<td>40.73%</td>
</tr>
<tr>
<td>NFL</td>
<td>20.98%</td>
<td>50%</td>
<td>41.96%</td>
</tr>
</tbody>
</table>

### 7.3 Adding a home-team advantage

It is straightforward to add a home-team advantage to the game-level model. If the advantage is of size \( h \) then we have a home and away levels of \( q_{ij} = q_i \pm h \). Assuming all the probabilities remain between 0 and 1, and that home and away games are balanced for each team, the average value of \( q_i \) is unchanged and hence the true value of team-level variance is unchanged.\(^9\) In contrast, the variance at the game level goes up by \( h^2 \).

### Table 3B: Est. standard deviation at game level – major European soccer leagues.

<table>
<thead>
<tr>
<th>League</th>
<th>Time period</th>
<th>( s_{\text{game}} )</th>
<th>Worst case</th>
<th>Ratio of ( s_{\text{game}} ) to worst case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bundesliga</td>
<td>1999–2018</td>
<td>13.88%</td>
<td>50%</td>
<td>27.76%</td>
</tr>
<tr>
<td>EPL</td>
<td>1992–2018</td>
<td>15.25%</td>
<td>50%</td>
<td>30.49%</td>
</tr>
<tr>
<td>La Liga</td>
<td>1999–2018</td>
<td>13.78%</td>
<td>50%</td>
<td>27.55%</td>
</tr>
<tr>
<td>Series A</td>
<td>1998–2018</td>
<td>16.12%</td>
<td>50%</td>
<td>32.25%</td>
</tr>
</tbody>
</table>

9 Here, in calculating the observed variance, we allocate each team a half of a win when there is a tie. The resulting ranking across soccer leagues is similar to the HICB ranking calculated in Ramchandani et al. (2018).

10 In the NHL and MLB, even when the best team faces the worst, the chances of winning (on neutral ground) is at or below 75%; see Table 5. Given an estimated home-field advantage of 5% in the NHL and 3% in MLB, the win probabilities are never above 80% or below 20%. In the NFL and NBA, the situation is a bit different. There are 435 possible pairings, each of which can be played with two options for the home team. There is never an issue in 435 pairings when the stronger team is the away team. For the other 435 pairings, there is a potential issue in our linear rank-order model. In the NFL, the estimated win probability would slightly exceed 1 in 10 of the pairings and for 15 pairings in the NBA. In these cases, we set the win probability to 1 (and the corresponding loss probability to 0). Given the small number of pairings affected (1.2% in NFL and 1.8% in the NBA) and the small change required, this has a very small effect on our estimates.
Table 4: Est. standard deviation at game level with home advantage – 1991–2018.

<table>
<thead>
<tr>
<th></th>
<th>( h )</th>
<th>( s_{\text{game no home}} )</th>
<th>( s_{\text{game with home}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NBA</td>
<td>10.0%</td>
<td>20.36%</td>
<td>22.75%</td>
</tr>
<tr>
<td>NHL</td>
<td>5.3%</td>
<td>10.83%</td>
<td>12.12%</td>
</tr>
<tr>
<td>NFL</td>
<td>7.9%</td>
<td>20.98%</td>
<td>22.67%</td>
</tr>
<tr>
<td>MLB</td>
<td>3.8%</td>
<td>7.94%</td>
<td>8.83%</td>
</tr>
</tbody>
</table>

\[
\sigma^2_{\text{game}}(h) = \frac{1}{2T(T-1)} \sum_{i=0}^{T-2} \sum_{j=0}^{T-2} \left( q_{ij} + h - 0.5 \right)^2 + \left( q_{ij} - h - 0.5 \right)^2
\]

(45)

\[
\sigma^2_{\text{game}}(h) = \frac{1}{T(T-1)} \sum_{i=1}^{T} \sum_{j=0}^{T-1} (q_{ij} - 0.5)^2 + h^2.
\]

(46)

The intuition for this is straightforward—adding a home team advantage makes the individual game results more spread out and thus increases their variance even if the season-level records are unchanged. Our new estimate \( s^2_{\text{game(h)}} \) is

\[
s^2_{\text{game(h)}} = 2 \frac{T-1}{T} s^2 + h^2.
\]

(47)

And, just as before in (18) and (19), our observed value of the sample-size variance should be adjusted upward by \( h^2 / n \). This leads to an unbiased estimate of game-level variance taking into account a home-game advantage,

\[
s^2_{\text{game}}(h) = 2 \left( \frac{n(T-1)}{(n-2)(T+2)} \right) \left( \frac{\hat{\sigma}^2 - 0.25 - h^2}{n} \right) + h^2.
\]

(48)

The direct effect in (48) accounts for most of the effect: adding a home-team advantage increases the estimate of \( s_{\text{game}} \) by 8% in the NFL, 11% in the MLB, 12% in the NBA and NHL.\(^{11}\) Adding this factor switches the position of the NBA and NFL, although they are still essentially tied—the NBA’s average \( s_{\text{game}} \) rises to 22.75% and the NFL’s rises to 22.67%; see Table 4.

The calculations that follow all include the home-team advantage, using our estimates from the 1991 through 2018 seasons.

### 7.4 Additional game-level measures of balance

The Power-Rank model allows us to solve for \( \Delta \) to see the implied estimate for the winning advantage of being one rank ahead. Rearranging equation (32) leads to:

\[
\Delta^2 = \frac{12(T-1)}{T^2(T+1)} \hat{\sigma}^2
\]

(49)

\[
= \frac{12(T-1)}{T^2(T+1)} \left[ \frac{n}{n-2+\frac{T}{2}} \right] \left[ \frac{\hat{\sigma}^2 - 0.25 - h^2}{n} \right]
\]

(50)

We use the formulation in Eq. (50) to provide an estimated value of \( \Delta \). One might be tempted to estimate \( \Delta \) directly from (31): take the win percentage of the top team minus the win percentage of the bottom team and divide by \( T \). This observed value of \( \Delta \) overstates the true value. Even if the true value of \( \Delta \) is zero, so that all teams have equal win probabilities, we would still expect the best record to be above 0.500 and the worst to be below 0.500 in any finite season. (More generally, because teams other than \( i = T \) may end up with the best record and teams other than \( i = 1 \) with the worst, there is a wider gap in the observed records than the true \( \Delta \) would indicate.) The fact that there is a linear relationship between \( \sigma^2 \) and \( \Delta^2 \) and that \( \sigma^2 \) can be estimated from \( \hat{\sigma}^2 \) leads to a simple and straightforward way to get an unbiased estimate of \( \Delta^2 \), which we take the square root for our estimate of \( \Delta \).

There is a debate in the literature about the value of measures of competitive balance versus measures of uncertainty of outcome; see Fort and Maxcy (2003). We agree that competitive balance measures at the team level are not directly connected to uncertainty of outcome. For that reason, we prefer balance measures at the game level. If games are well balanced then their outcomes will be hard to predict. Game-level variance is just one such measure. We consider two additional measures which indicate both balance and uncertainty at the game level, followed in the next section by an uncertainty-of-outcome metric at the season level.

One revealing measure of competitive imbalance and uncertainty of outcome is the chance the highest-ranked team beats the lowest-ranked team: \( q_{T1} = 0.5 + (T-1) \Delta \).

Applying (49), we have:

\[
(T-1)\Delta = \frac{\sigma}{\frac{\sqrt{T}}{\sqrt{12(T-1)}}}
\]

(51)

The right-hand side is \( \frac{\sqrt{T}}{\sqrt{12}} \) times the ratio of the true standard deviation in team records to the maximum possible standard deviation (that arises when higher-ranked teams are sure to beat lower ranked teams). If that ratio is \( \frac{1}{2} \), the highest-ranked team is nearly sure to beat the lowest-ranked team.

The Highest-Rank Team column in Table 5 calculates the predicted average win probability for the best team in each league. In our estimated model, the best NBA and NFL teams are predicted to win a little over 76% and 77% of their

<table>
<thead>
<tr>
<th></th>
<th>Estimated δ</th>
<th>Highest-rank team</th>
<th>Highest vs. Lowest</th>
<th>Obs. Highest vs. Lowest</th>
</tr>
</thead>
<tbody>
<tr>
<td>NBA</td>
<td>1.69%</td>
<td>76.3%</td>
<td>96.5%</td>
<td>96.2%</td>
</tr>
<tr>
<td>NHL</td>
<td>0.93%</td>
<td>64.0%</td>
<td>75.2%</td>
<td>80.3%</td>
</tr>
<tr>
<td>NFL</td>
<td>1.65%</td>
<td>77.2%</td>
<td>96.9%</td>
<td>97.1%</td>
</tr>
<tr>
<td>MLB</td>
<td>0.65%</td>
<td>60.2%</td>
<td>68.5%</td>
<td>74.9%</td>
</tr>
</tbody>
</table>

Table 6: Estimated probability of high-ranked team winning – 1991–2018 seasons.

<table>
<thead>
<tr>
<th></th>
<th>Estimated δ</th>
<th>q_{HRW}</th>
</tr>
</thead>
<tbody>
<tr>
<td>NBA</td>
<td>1.69%</td>
<td>67.0%</td>
</tr>
<tr>
<td>NHL</td>
<td>0.93%</td>
<td>59.0%</td>
</tr>
<tr>
<td>NFL</td>
<td>1.65%</td>
<td>67.6%</td>
</tr>
<tr>
<td>MLB</td>
<td>0.65%</td>
<td>56.6%</td>
</tr>
</tbody>
</table>

For MLB and the NHL, the highest-ranked teams are predicted to win 60% and 64% of the time. That’s one sense in which the NHL and MLB are comparable with relatively little dispersion in win probabilities, while the NBA and NFL are also comparable with greater dispersion.

The Highest versus Lowest column highlights the issue of competitive balance at the game level. Here we look at the estimated \( q_{ij} \) when the top-ranked team competes against the lowest-ranked team. Even the lowest-ranked team has a 31% chance of beating the top-ranked team in MLB and a 25% chance in the NHL. In contrast, the model predicts there is a 3.5% chance that the lowest-ranked team wins in the NFL. Predictions are even less likely in the NHL.

The last column in Table 5 provides the empirical probability of the best team beating the worst. This is not a perfect measure as we designated the best and worst teams by their end-of-season records. In addition, the leagues don’t have perfectly balanced schedules. Even so, we see that the historical data line up reasonably well with the model’s predicted results.

We can also use our model to calculate a related metric of competitive balance, \( q_{HRW} \), the chance that in any matchup (at a neutral site) the higher-ranked team wins; see Lopez, Matthews, and Baumer (2018). In Calculation #6 of the Appendix, we derive the value of \( q_{HRW} \). The result is a simple formula:

\[
q_{HRW} = \frac{1}{T(T-1)} \sum_{i \neq j} \sum_{j} \max\left[q_{ij}, 1 - q_{ij}\right]
\]

(52)

\[
q_{HRW} = \frac{1}{2} + \frac{\delta}{3(T+1)}
\]

(53)

In a league with 30 teams, the average matchup has one team ranked 31/3 or roughly 10 spots ahead of its rival.

In the average game in MLB, the better team has a 56.6% chance of winning, while in the NFL the better team has a 67.6% of winning; see Table 6. This is another way of indicating the greater unpredictability in MLB and the NHL compared to the NBA and NFL. Our results are very similar to the estimates in Lopez, Matthews, and Baumer (2018), although their estimates use data from 2006 to 2016 and rely on a much more complicated estimation.

8 Full-season balance

Season length amplifies the differences in winning probabilities. Even though games in MLB are more evenly matched than in the NFL, over a 162-game season those small differences will get compounded and so the end-of-season ranking may be more predictable. This leads us to explore the question of full-season balance. We do so by looking at the predictability of the final rankings as seen from the start of the season. If final rankings are more predictable at the season start, then there is less likelihood of reversals in league standings. Thus, this approach can also be thought of as a baseline for intra-season competitive intensity metrics such as how often team rankings change; see Neale (1964), Scelles, Desbordes, and Durand (2011), Andreff and Scelles (2015).

The two drivers of this measure are the \( \delta \) for each league and the season length. So far, our competitive balance metrics have been designed to factor out season length. To measure the predictability of end-of-season rankings, season length is a key component. Our measure of predictability is based on the chance that a team with rank \( k \) comes out at the top at the season end. We look at the chance the top-ranked team ends up first, how many teams have at least a 1% chance of coming in first, and the variance in these probabilities.

The probabilities are calculated via 10 million simulations. Each team’s final record is the average of a season-length’s number of independent draws, which converges to a normal distribution. In the simulation, we model each team’s full-season record as a draw from a normal distribution with mean equal to its average winning probability \( q_{ij} \) as calculated in (31) using the average \( \delta \) from the 1991–2018 seasons and variance that reflects the win probabilities against each opponent.\(^{12}\) The ordering of the end-of-season records determines the ranking.

\[^{12}\] \( \sigma_i^2 = \frac{1}{T(T-1)} \sum_{j \neq i} (1 - q_{ij}) \).
The chance that the best team in the NHL will end the season with the best record is 26%, and the corresponding number is 25% for MLB. While the best team in the NHL has a higher average win probability than the best team in MLB (64.0% vs. 60.2%), the nearly double season length in MLB means there is almost the same chance the best team in MLB ends the season at the top.

When comparing the NFL and the NBA, the differences become larger as the NBA season is more than five times as long. While the average win rate of the best teams in both leagues are almost equal (76.3% vs. 77.2%), the chance that the best team ends the season at the top is 42% in the NBA versus 22% in the NFL. In a representative season in the NBA, 7 teams have more than a 1% chance of having the best record, while there are 10 such teams in the NHL, 11 in MLB and 12 in the NFL; see Figure 3. Of course, the number of teams viewed at the outset as having a practical chance of ending with the best record may be larger due to uncertainty in identifying the top teams at the beginning of each season.

This greater dispersion can also be seen in terms of the variances in the probabilities of coming in first place. For the NBA, the variance in probabilities is 0.84%, while the variance is 0.41% in MLB and the NHL, and 0.31% for the NFL. Greater variance in the probabilities means the top teams have much more than a 1/T (roughly 3.2%) chance of coming in first, and the bottom teams have lower chances.

9 Conclusions

In order to make comparisons of competitive balance across sports leagues, we need to take into account how different season lengths influence observed measures of balance. To our knowledge, we develop the first measures of competitive balance that are invariant to season length. By looking at balance at the game level rather than just the team level, our competitive balance measures also provide insight into uncertainty of outcomes.

The commonly used N-S metric is known to be biased. The HHI and related measures are also biased. To develop an unbiased metric requires a model. In particular, it is not correct to just subtract the ideal standard deviation from the observed value rather than divide by it. We present a general model of competition which shows the relationship between the true variance and the expected value of the observed variance. The difference depends on the number of games as well as the variability of each team’s winning probability from its individual mean. While we do not have a closed-form solution for the estimated variance based on observables, we provide sufficiently tight bounds that allow us to make comparisons across leagues.

These bounds show that the fundamental flaw in the N-S metric invalidates its conclusions related to comparisons of competitive balance across leagues. We find that MLB and the NHL have the greatest level of balance at the team-level. At the other end, we find that the NFL and NBA have roughly equal levels of team-level competitive balance using a metric that correctly controls for season length.

While variance estimates and related measures of static competitive balance metrics provide an indication of how close teams are in terms of their win probabilities, this doesn’t necessarily indicate how evenly they are matched at the game-level. Game-level balance is better connected to excitement and uncertainty of outcome. This leads us to create a measure of balance that focusses on game-level competition.

To do so, we simplify the general model to the case where win probabilities depend linearly on the difference in ranks between the competing teams. This rank-order model leads to easy-to-apply unbiased estimates for game-level variance and HHI metrics based solely on aggregate statistics. We find that the relative ranking of game-level balance across leagues is unchanged from team-level rankings. Including a home-game advantage leads to a small increase in imbalance at the game level, although it has almost no effect at the team level.

Along with making comparisons across leagues, we use the rank-order model to help interpret what the imbalance means in terms of uncertainty of outcomes. In an average MLB game, the higher-ranked team wins 57% of the time and 59% in the NHL, while in the NBA and the NFL, the higher-ranked team wins about 67% of the time. At the extreme, when the top-ranked team meets the lowest-ranked, the top-ranked team wins 97% of the time in the NFL and 96% in the NBA, while the lowest-ranked team has a 25% chance in the NHL and nearly a 32% chance in MLB.
Fans care about full-season results in addition to winning individual games. This leads us to look for a way to measure the predictability of end-of-season rankings at the season start. The ranking at the end of the season is the result of many individual imbalanced games, and thus differences in team winning probabilities become amplified as the season length grows. End-of-season rankings are least predictable in the NFL, closely followed by MLB and the NHL. The NFL rankings are unpredictable due to its short season, while the MLB rankings are unpredictable due to its small dispersion of winning probabilities (in spite of having the longest season). The NHL is unpredictable due to having nearly as little dispersion as MLB combined with a shorter season. The NBA is the league where the best teams are most likely to end up at the top of the standings; the difference in win probabilities between teams is comparable to the NFL, but over a season that is more than five times longer, higher win probabilities conquer randomness.

In a well-balanced sports league, teams are evenly matched, game are exciting, and championships are hard to predict. We believe the models and metrics presented in this paper provide a simple unbiased view of how sports leagues stack up based on competitive balance at the team, game, and season levels. We hope our approach will also help shift focus from team-level measures to competitive balance and predictability at the game and season level.

Link to public data: https://www.dropbox.com/s/k0v3ne7xrip6t/JQAS%20Data.xlsx?dl=0.
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### Appendix: Calculations

#### Calc #1

\[
E[\hat{\sigma}^2] = \frac{1}{T} \sum_{i=1}^{T} E \left[ w_i - 0.5 \right]^2 = \frac{1}{T} \sum_{i=1}^{T} \left( \sum_{k=1}^{n} \frac{w_{ik} - p_{ik} + p_i - 0.5}{n} \right)^2
\]

\[
= \frac{1}{T} \sum_{i=1}^{T} \sum_{k=1}^{n} \frac{w_{ik} - p_{ik}}{n} \left( p_i - 0.5 \right) + \frac{1}{n} \sum_{k=1}^{n} \left( w_{ik} - p_{ik} \right)^2
\]

\[
= \sigma^2 + \frac{1}{T} \sum_{i=1}^{T} \sum_{k=1}^{n} \frac{p_{ik}(1 - p_{ik})}{n^2}
\]

\[
= \sigma^2 + \frac{1}{T} \sum_{i=1}^{T} \sum_{k=1}^{n} \frac{n}{n} \left( p_k - 0.5 \right)^2
\]

\[
= \sigma^2 + \frac{1}{T} \sum_{i=1}^{T} \sum_{k=1}^{n} \left( p_k - 0.5 \right)^2
\]

\[
= \sigma^2 + \frac{1}{T} \sum_{i=1}^{T} \sum_{k=1}^{n} \frac{n}{n} \left( p_{ik} - p_i + p_i - 0.5 \right)^2
\]

\[
= \sigma^2 + \frac{0.25}{n} \sum_{i=1}^{T} \sum_{k=1}^{n} \left( p_{ik} - p_i + p_i - 0.5 \right)^2
\]

\[
= \sigma^2 + \frac{0.25}{n} \sum_{i=1}^{T} \sum_{k=1}^{n} \frac{n}{n} \left( p_{ik} - p_i \right)^2 + \frac{1}{n} \left( p_i - 0.5 \right)^2
\]

\[
= \sigma^2 + \frac{0.25}{n} \sum_{i=1}^{T} \sum_{k=1}^{n} \frac{n}{n} \left( p_{ik} - p_i \right)^2
\]

\[
= \sigma^2 - \frac{1}{n} \sum_{i=1}^{T} \sum_{k=1}^{n} \frac{n}{n} \left( p_{ik} - p_i \right)^2
\]

\[
= \sigma^2 - \frac{1}{n} \sum_{i=1}^{T} \sum_{k=1}^{n} \left( p_{ik} - p_i \right)^2
\]

#### Calc #2

\[
E = -\frac{2}{Tn} \sum_{i=1}^{T} \sum_{k=1}^{n} \frac{p_{ik} \log_2(p_{ik})}{p_{ik}}
\]

Let \( h(p) = -p \log_2(p) \). Then \( h'(p) = -\log_2(p)-1/Ln(2) \) and \( h''(p) = -1/p_{ik}(2) \). Using a Taylor expansion around \( p_{ik} = 1/2 \), we have

\[
E \approx -\frac{2}{Tn} \sum_{i=1}^{T} \sum_{k=1}^{n} h\left(\frac{1}{2}\right) + h\left(\frac{1}{2}\right)\left(p_{ik} - \frac{1}{2}\right) + \frac{1}{2} h''\left(\frac{1}{2}\right)\left(p_{ik} - \frac{1}{2}\right)^2.
\]

As the average value of \( p_{ik} \) over all \( i, k \) is 1/2, the linear term is zero. This leaves

\[
E = 2h\left(\frac{1}{2}\right) + \frac{h''\left(\frac{1}{2}\right)}{Tn} \sum_{i=1}^{T} \sum_{k=1}^{n} \frac{p_{ik} - 1/2}{p_{ik}}
\]

\[
= 1 - \frac{2}{Ln(2)} \sigma_{\text{game}}^2,
\]

where \( \sigma_{\text{game}}^2 \) is the variance at the game level.

\[
\sigma_{\text{game}}^2 = \frac{1}{Tn} \sum_{i=1}^{T} \sum_{k=1}^{n} (p_{ik} - 1/2)^2.
\]

#### Calc #3

\[
\sigma^2 = \frac{1}{T} \sum_{i=1}^{T} \sum_{k=1}^{n} (q_i - 0.5)^2
\]

\[
= \frac{T}{(T-1)^2} \sum_{i=1}^{T} \left( i - \frac{T+1}{2} \right)^2
\]

\[
= \frac{T\Delta^2}{(T-1)^2} \sum_{i=1}^{T} i^2 - i(T+1) + \frac{(T+1)^2}{4}
\]

\[
= \frac{T\Delta^2}{(T-1)^2} \left[ \frac{T(T+1)(2T+1)}{6} - \frac{T^2 + \frac{T(T+1)^2}{4}}{2} + \frac{T(T+1)^2}{4} \right]
\]

\[
= \frac{T^2}{(T-1)^2} \left[ \frac{2T+1 - T + 1}{6} \right]
\]

\[
= \Delta^2 T^2 \frac{T+1}{12(T-1)}.
\]
Calc #4

\[ \sigma^2_{\text{game}} = \frac{1}{T} \sum_{i=1}^{T} \sum_{j=1}^{T} \left( q_{ij} - 0.5 \right)^2 \]

\[ \frac{4}{T(T-1)} \sum_{i=1}^{T} \sum_{j=1}^{T} (i-j)^2 \Delta^2 \]

\[ \frac{\Delta^2}{T(T-1)} \sum_{i=1}^{T} \sum_{j=1}^{T} - \frac{2}{T} T(T+1) \]

\[ + \frac{(2T+1)T(T+1)}{6} \]

\[ \Delta \left( \frac{T(T+1)}{6} \right) \]

\[ \Delta \left( \frac{T(T+1)}{6} \right) \] (D5)

Calc #5

\[ \sigma^2_{\text{sample size}} = \frac{1}{T} \sum_{i=1}^{T} \sum_{j=1}^{T} E \left( w_{ij} - q_{ij} \right)^2 \]

\[ \frac{4}{T(T-1)} \sum_{i=1}^{T} \sum_{j=1}^{T} \frac{(i-j)^2 \Delta^2}{n} \]

\[ \frac{1}{4n} \Delta^2 \frac{T(T-1)}{n} \sum_{i=1}^{T} \sum_{j=1}^{T} (i-j)^2 \]

\[ \frac{1}{4n} \Delta^2 \frac{T(T+1)}{6n} \]

where we use the same tools to calculate the sum of \((i-j)^2\) as in (D2)–(D5) above.

Calc #6

\[ q_{\text{HERW}} = \frac{1}{T} \sum_{i=1}^{T} \sum_{j=1}^{T} \text{Max} \left[ q_{ij}, 1 - q_{ij} \right] \]

\[ \frac{1}{T(T-1)} \sum_{i=1}^{T} \sum_{j=1}^{T} \frac{1}{2} \left[ \text{Max} (i,j) - \text{Min} (i,j) \right] \Delta \]

\[ \frac{1}{2} + \Delta \left( \frac{2}{3} (T+1) - 1 \right) \]

\[ \frac{1}{2} \Delta (T+1) \]

\[ \frac{1}{3} \Delta (T+1) \] (F4)
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