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SYNOPSIS AND INTRODUCTION: Errors arise in measuring changes in prices of assets due to imperfection and incompleteness of asset markets. Furthermore, the rates of price-change, and the magnitudes of errors of measurement vary and are often correlated across assets. Suppose we characterize an economy by means and variances of price changes for individual goods and of measurement errors in these changes as well as by the degree of diversification in the asset portfolios held by individual firms. In such an economy, the linear valuation rule that yields the most efficient estimate of change in the economic value of these asset portfolios is the one that minimizes the mean squared error \((MSE)\). This paper presents a linear aggregation model of valuation to help understand how the minimum \(MSE\) valuation rule is affected by various parameters that characterize the economy, and the circumstances under which historical-cost valuation rule yields a (statistically) more precise estimate of the unobserved economic value of firms’ assets than the current valuation rule. The analytical findings of the paper are consistent with the reluctance of accountants to depart from historical cost in spite of the existence of low inflation, and in spite of scholarly critiques of this valuation rule by Chambers (1966), Edwards and Bell (1961), Sterling (1970) and others. They are also consistent with the use of specific price indexes by most firms to prepare \(SFAS 33\) disclosures. Several testable implications of the results are provided.
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A direct comparison of the characteristics of valuation rules is complicated by the heterogeneity of the decision contexts in which accounting numbers are used. We use the mean squared error (MSE) between the principal value and its various estimators to rank the latter. Using this criterion, previous simpler models that ignore the presence of measurement errors in price changes have shown that the use of increasingly detailed price indexes yields more precise valuation; current valuation is the most precise valuation rule because it uses the most detailed set of indexes (Sunder 1978). We show that this basic result does not hold when the measurement of price changes is subject to errors. As the magnitude of these measurement errors increases relative to the magnitude of price changes, the most accurate valuation rule requires a less detailed set of price indexes. A key implication of this result is that the existence of inflation or deflation is not sufficient for general-price-level valuation, specific-price-index valuation, or current valuation to dominate historical-cost valuation as an estimator of the economic value of firms’ assets. Historical-cost valuation is dominated by others only when the magnitude of price changes are large relative to the errors of measurement in price changes.
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The remainder of this article is organized in four sections. Section I of the paper summarizes a model of valuation rules as linear aggregations and some key results from prior work that assumes the absence of measurement errors. In section II, efficient sets of estimators in the presence of measurement errors are analyzed and it is shown that, under specific assumptions about parameters, the marginal reduction in MSE from increasingly specific price indexes keeps decreasing. In section III we derive conditions under which historical-cost valuation and some specific price-index valuation rule, are globally minimum MSE estimators. Section IV presents empirically testable implications and suggests directions for further research.

**I. Valuation Rules as Linear Aggregations**

By analyzing environments where price changes are measured without error, Sunder (1978) shows that the bias and MSE\(^1\) associated with a valuation rule \(R_{kh}\) are given by:

\[
\text{Bias}(R_{kh}) = E_w E_x (R_{kh} - R_{n,1}) = 0,
\]

\(1\)

\(^1\)For statistical analysis of valuation rules as linear aggregates, see Ijiri (1967, 1968) and Lev (1969). For ranking valuation rules by mean squared error criterion see Hall (1962), Hall and Shriver (1990); Ijiri and Noel (1984), Shriver (1986, 1987); Sunder (1976, 1978); Sunder and Waymire (1963, 1984); Tippett (1987); and Tritschler (1960). When markets are incomplete, it is not usually possible to rank unambiguously the values of various asset portfolios from the viewpoint of all agents (Beaver and Demski 1979). However, if the performances of these agents are defined over means and variances of returns from these baskets, different valuation rules can be ranked unanimously in spite of incomplete markets (Eckern and Wilson 1974; Radner
and

\[
\text{MSE}(R_{nk}) = E_x E_z (R_{nk} - R_{n,1})^2 = \frac{1}{\rho} \omega' (\sigma + \hat{\mu}) - \frac{1}{\rho} \sum_{u=1}^{k} \omega_u' (\Sigma_{uu} + \hat{\mu}_u \hat{\mu}_u') \omega_u. \tag{2}
\]

To explain the notation briefly (see Sunder 1978 for details), we observe that the model assumes \(n\) distinct goods in the economy. The relative abundance of these goods is specified by an unchanging vector \(\omega\) of relative weights.\(^2\) Because the elements of \(\omega\) sum to 1, \(\omega_i = 0.1\), implies that the value of good \(i\) in the economy amounts to 10 percent of the total value of all goods in the economy. These weights are used to construct price indexes from prices of individual goods or assets. The vector of relative weights for the asset portfolio of individual firms, \(\omega\), has a multinomial distribution with parameter \(\omega\).\(^3\) Vector \(\mathbf{r}\) denotes the relative price changes (inflation or deflation) for \(n\) goods during an arbitrary time interval 0 to 1; \(\hat{\mu}\) and \(\Sigma\) are expectation and variance, respectively, of \(\mathbf{r}\). Let \(S(n,k)\) be the number of distinct ways in which a set of \(n\) goods can be partitioned into \(k\) subsets.\(^4\) Taking weighted average (using weights \(\omega\)) of price changes for goods included in each subset produces \(k\) price indexes. When a good is included in the asset portfolio of a firm as well as in a given index \(u\), the firm adjusts the historical cost of the good on its books by this price index to arrive at its estimated current value. Percentage change in the sum of the estimated current value of all assets in the firm’s portfolio, relative to its historical cost, is denoted by \(R_{nk}\) if \(\lambda\)th of the \(S(n,k)\) possible \(k\)-index valuation rules (ordered in some arbitrary manner) is used to estimate the current value. Note that when \(k = n\) or \(k = 1\), \(S(n,k) = 1\), which means that there is only one possible way each of partitioning \(n\) goods into \(n\) and 1 partitions, respectively; use of the former yields current valuation rule denoted by \(R_{n,1}\), while the use of the latter yields general price-level valuation (GPL) denoted by \(R_{1,1}\). In addition, we could denote historical-

\(^{1974}\). Also, in an economy-wide sense, neither overvaluation nor undervaluation is desirable because both lead to a suboptimal resource allocation. Since mean square error metric deals with errors in both directions, it is not an unreasonable choice for a loss function.

\(^2\) Unchanging \(\omega\) (and \(\mathbf{r}\) to be defined below) imply that this valuation model takes the asset composition and the economy as given, and it does not try to explain the dynamics of change in asset composition and prices.

\(^3\) In effect, it is assumed that the asset portfolio of each firm is constructed by making \(\rho\) independent draws with replacement from an urn in which each asset is represented by a different colored ball and the relative proportion of each color is given by \(\omega\). Thus, each firm is statistically identical in the sense that its asset basket is drawn from the same distribution. This structure ignores the dependencies that may exist across firms (e.g., among firms within an industry). For analysis of valuation rules in industry-segmented economies, see Lim and Sunder (1990). From properties of the multinomial distribution, \(E(\mathbf{w}) = \omega\) and \(\text{Cov}(\mathbf{w}_i, \mathbf{w}_j) = \omega_i (1 - \omega_i) / \rho\) if \(i = j\), and \(-\omega_i \omega_j / \rho\) otherwise. Parameter \(\rho\) can be interpreted as a diversification parameter; as \(\rho\) increases, the vector of asset proportions for individual firms statistically converges to the economy-wide vector of asset proportions \(\omega\) (see Feller 1968 and Sunder 1978).

\(^4\) This is Stirling Number of the Second Kind given by:

\[
S(n,k) = \sum_{j=0}^{k} \frac{(-1)^j (k-j)^n}{j!(k-j)!}.
\]

See Apostol (1967, 594).
valuation rule by $R_{0,1}$ because there is only one possible way of using no price indexes. For all other values of $k$, there are $S(n,k)>1$ ways of constructing $k$ price indexes. $\sigma$ is the vector of diagonal elements of $\Sigma$, and $\hat{\mu}$ is the vector of squared elements of $\mu$. $\omega_*$ and $\mu_*$ are vectors containing those elements of $\omega$ and $\mu$, respectively, that are included in the $u$th price index, and $\Sigma_{uw}$ is the submatrix of $\Sigma$ consisting of all those rows and columns that correspond to the goods contained in the $u$th index. Finally, $\delta$ is a vector of unit elements with appropriate length. A numerical example of valuation using rules of this class is given in Lim and Sunder (1990, 171–2).

Sunder (1978) shows that bias (1) for all estimators of this class is zero. Mean squared error (2) monotonically decreases in fineness of the partition used in constructing $R_{0,u}$. It immediately follows that the MSE is largest for the coarsest estimator (GPL valuation, $R_{1,1}$) and is smallest for the finest estimator (current valuation $R_{n,1}$). The intuition behind this result is that the use of coarser price indexes in valuation causes a greater mismatch between the relative weights assigned to changes in price of individual goods, and the relative proportions in which each good may be held in the actual asset portfolios of individual firms. The MSEs of other linear valuation rules lie between these two extremes.

We can add historical-cost valuation to this family by defining it as a zero-index valuation, $R_{0,1}=0$, because historical valuation of an unchanging basket of assets does not change over time. The historical-cost valuation is the only member of the family with a nonzero bias. In absence of measurement errors, its MSE in equation (4) is strictly higher than the MSE of the other linear valuation rules (see Sunder 1978).

$$Bias(R_{0,1}) = E_{\omega}E_{\xi}(R_{0,1}-R_{*,1}) = -\omega^{'}\mu,$$  \hspace{1cm} (3)

and

$$MSE(R_{0,1}) = E_{\omega}E_{\xi}(R_{0,1}-R_{*,1})^2 = \frac{1}{\rho} \omega^{'}(\sigma + \hat{\mu}) + \left(1 - \frac{1}{\rho}\right)\omega^{'}(\Sigma + \mu\mu^{'})\omega.$$ \hspace{1cm} (4)

The latter property of the valuation rules can readily be seen under label MV in the sixth column of Table 1, which lists the MSE values, associated with all 16 possible valuation rules in a four-good economy for a numerical example with the following parameters: 

- relative weight of each good in the economy, $\omega^{'}=(0.2, 0.3, 0.4, 0.1)$;
- expected price change for each good in the economy, $\mu^{'}=(0.1, 0.2, 0.6, 0.4)$; and
- covariance matrix of relative price changes for goods in the economy,

* The total number of distinct estimators in this class for an $n$-good economy is given by:

$$\sum_{k=1}^{n} S(n,k)$$

where $S(n,k)$ is as given in footnote 4.

* Price index set $x$ is finer than price index set $y$ if and only if all the goods contained in each one of the price indexes of set $x$ are also included in some price index of set $y$. For a five-good economy, for example, the index set $\{(1,2), (3), (4), (5)\}$ is finer than $\{(1,2), (3,4), (5)\}$ but is not comparable in fineness to $\{(1), (2,3), (4,5)\}$. Note that increasing $k$ does not necessarily mean a finer valuation rule or a smaller mean squared error.

* Although this numerical example uses zero covariances, the model does not require them to be zero.
Table 1
Properties of Estimators of Current Value in a Four-Good Economy: Example 1

<table>
<thead>
<tr>
<th>k</th>
<th>S(n,k)</th>
<th>Serial Number</th>
<th>Partition</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>6</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>—</td>
<td>—</td>
<td>Historical</td>
<td>$1.260 + 2.214/\rho^*$</td>
<td>$2.214/\rho^*$</td>
<td>0*</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>GPL(abcd)</td>
<td>0.66 + 2.214/\rho^*</td>
<td>2.214/\rho^*</td>
<td>0.66*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>(a,bcd)</td>
<td>0.66 + 2.380/\rho</td>
<td>1.765/\rho</td>
<td>0.66 + 0.615/\rho</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>(b,acd)</td>
<td>0.66 + 2.174/\rho</td>
<td>1.205/\rho</td>
<td>0.66 + 0.969/\rho</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>(c,abd)</td>
<td>0.66 + 1.329/\rho*</td>
<td>0.756/\rho*</td>
<td>0.66 + 0.573/\rho*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>(d,abc)</td>
<td>0.66 + 2.162/\rho</td>
<td>1.911/\rho</td>
<td>0.66 + 0.251/\rho*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>(ab,cd)</td>
<td>0.66 + 1.704/\rho</td>
<td>1.044/\rho</td>
<td>0.66 + 0.660/\rho</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>(ac,bd)</td>
<td>0.66 + 1.968/\rho</td>
<td>1.211/\rho</td>
<td>0.66 + 0.757/\rho</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>(ad,bc)</td>
<td>0.66 + 2.155/\rho</td>
<td>1.605/\rho</td>
<td>0.66 + 0.550/\rho</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>1</td>
<td>(a,b,c,d)</td>
<td>0.66 + 1.381/\rho*</td>
<td>0.481/\rho</td>
<td>0.66 + 0.900/\rho</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>(ac,b,d)</td>
<td>0.66 + 2.040/\rho</td>
<td>0.833/\rho</td>
<td>0.66 + 1.207/\rho</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>(ad,b,c)</td>
<td>0.66 + 1.704/\rho</td>
<td>0.0297/\rho*</td>
<td>0.66 + 1.407/\rho</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>(a,b,c,d)</td>
<td>0.66 + 2.282/\rho</td>
<td>1.399/\rho</td>
<td>0.66 + 0.883/\rho*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>(a,bd,c)</td>
<td>0.66 + 1.668/\rho</td>
<td>0.378/\rho</td>
<td>0.66 + 1.290/\rho</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>(a,b,c,d)</td>
<td>0.66 + 2.063/\rho</td>
<td>0.563/\rho</td>
<td>0.66 + 1.500/\rho</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>Current Valuation (a,b,c,d)</td>
<td>0.66 + 1.740/\rho*</td>
<td>0*</td>
<td>0.66 + 1.740/\rho*</td>
<td></td>
</tr>
</tbody>
</table>

* Denotes members of the efficient set and efficient frontier.

$k$ = number of price indexes in the partition (valuation rule),

$S(n,k)$ = number of ways of partitioning a set of $n$ distinct elements (four in our example) into $k$ subsets (price indexes),

$\lambda$ = partition identifier,

$\rho$ = diversification parameter. See footnote 3.

$MSE(\tilde{R}_{\lambda})$ = total mean squared error of valuation rule $\tilde{R}_{\lambda}$.

$MV(\tilde{R}_{\lambda})$ = movement error of valuation rule $\tilde{R}_{\lambda}$ and

$MR(\tilde{R}_{\lambda})$ = measurement error of valuation rule $\tilde{R}_{\lambda}$.

$$\Sigma = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 3 & 0 & 0 \\ 0 & 0 & 5 & 0 \\ 0 & 0 & 0 & 2 \end{bmatrix} \quad (5)$$

These definitions of the family of valuation rules and a summary of their known econometric properties set the stage for an analysis of their properties in the presence of measurement errors.

II. Efficiency of Valuation Rules Under Price Movement and Measurement Errors

Two factors give rise to the error of valuation rules—price changes and errors in measurement of price changes. We shall label the errors arising from these factors movement (MV) and measurement (MR) errors, respectively. The magnitude of both types of valuation errors is influenced by the divergence between the relative weights of various assets in the portfolios of individual firms on one hand, and the effective
relative weights assigned to their respective price changes by various valuation rules on
the other. Greater divergence increases the movement error but decreases the measure-
ment error. Under current valuation, each good is in a price index by itself, and the two
sets of weights are identical. This identity of actual and effective weights reduces move-
ment error to its minimum but takes the measurement error to its maximum. As fewer,
more aggregated, price indexes are used in valuation, movement error increases; the
measurement error, on the other hand, decreases as errors in measurement of individ-
ual price changes included within the same index tend to cancel each other. Economet-
rically efficient valuation rules are found by examining the effect of aggregation on the
sum of these two types of errors.

The error of measurement in the price relatives of individual goods arises from sev-
eral sources. Sampling error, substitution bias, and quality error cause a theoretical
price relative to differ from its empirical measures.

Sampling is an important source of error in price indexes since indexes are esti-
imated from samples, not from entire populations. The data for construction of price in-
dexes are gathered almost entirely from a network of samples: samples of products, of
localities, of reporters, and of points in time. Therefore, the value of a price index de-

deps on the particular samples. For example, the Producer Price Index (PPI) is con-

structed by collecting approximately 10,000 quotations for 2,800 commodities in pri-

even though probability-proportional-to-size sampling technique cut the sampling error in

the PPI as of August 1978, (Early 1978, 1979), error cannot be avoided entirely.

Since both the Consumer Price Index (CPI) and the PPI are based on a fixed-weight
formula (Laspeyres Index) and thus substitution is not considered, there exists an
inherent upward bias due to substitution: a price index may remain the same while real
prices fall because of the arrival of cheaper substitutes of similar quality. Empirical
work shows the substitution bias to be relatively small (Triplett 1975).

Another source of error in price indexes is the change in quality of goods. If quality
improves over time, the index may have an upward bias. But Triplett (1975) showed
that quality error is not necessarily upward sloping and the sign of quality error is not
determined because price indexes are explicitly designed to attempt to adjust for quali-

ty changes. Since the optimum quality adjustment procedure is unknown, it is diffi-
cult to measure the quality error. Furthermore, many price quotations used to con-

struct indexes are not subject to bargaining and thus are not always equal to actual
transaction prices (Price Statistics Review Committee of the National Bureau of Eco-
nomic Research 1961, 70).

We analyze the efficiency of valuation rules when errors caused by both price
movement and price measurement are present. Let \( \bar{r} \), the observed price relative vector,
be the sum of unobserved true price relative \( r \) and measurement error \( \epsilon; \bar{r} = r + \epsilon \), where
\( E(\bar{r}) = \mu, \text{ Var}(\bar{r}) = E((r - \mu)(r - \mu)') = \Sigma, E(\epsilon) = 0, \text{ Var}(\epsilon) = E(\epsilon \epsilon') = \Delta, \text{ Cov}(\epsilon, (r - \mu)) = 0, \) and \( \sim \) designates variables measured with error.\(^8\)

\(^8\) We assume throughout that measurement errors are unbiased; \( E(\epsilon) = 0 \). None of the qualitative results in
the article change when these errors have nonzero expectation of \( r \). The quantitative effect can be obtained by
the following substitutions in the text: \( \Delta \) by \( \Delta + y \epsilon' \), \( \Delta_w \) by \( \Delta_w + y \epsilon', \) and \( \delta \) by \( (\delta + \epsilon) \) where \( \delta \) is the vector of
squared elements of \( r \). Hall and Shriver (1990) document empirical evidence suggesting that prices in the PPI
database may have an upward bias relative to a privately gathered database.
Following the notation used above, the mean squared difference between the estimator $\tilde{R}_{kh}$ and the measurement-error-free current valuation free of measurement errors, $R_{n,1}$ is:

$$MSE(\tilde{R}_{kh}) = E_x E_z E_{x,z} (\tilde{R}_{kh} - R_{n,1})^2$$  \hspace{1cm} (6)

$$= \left(1 - \frac{1}{\rho}\right) \omega' \Delta \omega + \frac{1}{\rho} \sum_{u=1}^{k} \frac{\omega_u' \Delta_{uu} \omega_u}{\omega_u' \psi} + \frac{1}{\rho} \omega'(g + \tilde{\mu}) - \frac{1}{\rho} \sum_{u=1}^{k} \frac{\omega_u' (\Sigma_{uu} + \mu_u \mu_u') \omega_u}{\omega_u' \psi},$$

where $\Delta_{uu}$ is a submatrix of $\Delta$ consisting of those rows and columns of $\Delta$ that correspond to elements included in the $u$th price index (see the appendix for derivation).

In the special case when the measurement error is zero (i.e., $\Delta = 0$), expression (6) is reduced to expression (2) because the first two terms of expression (6) drop out. Therefore, expression (2) can be seen as the movement error (MV) component of the error of the valuation rule, $\tilde{R}_{kh}$. Similarly, when there is no price movement error (i.e., $\mu = 0$ and $\Sigma = 0$), the last two terms of expression (6) drop out, leaving the measurement error (MR) component given by:

$$MR(\tilde{R}_{kh}) = \left(1 - \frac{1}{\rho}\right) \omega' \Delta \omega + \frac{1}{\rho} \sum_{u=1}^{k} \frac{\omega_u' \Delta_{uu} \omega_u}{\omega_u' \psi}. \hspace{1cm} (7)$$

Proposition 1 states the result that the total MSE of valuation rules can be decomposed into two additive components:

**Proposition 1:** The total mean squared error of a valuation rule is decomposable into the sum of its movement error (MV) and its measurement error (MR):

$$MSE(\tilde{R}_{kh}) = MR(\tilde{R}_{kh}) + MV(\tilde{R}_{kh}). \hspace{1cm} (8)$$

An important property of measurement error is given by the following theorem.

**Theorem 1:** Measurement error (MR) of valuation rules increases monotonically with the fineness of the index system used in them.

**Proof:** See the appendix.

Since measurement error increases with the fineness of a valuation rule, it follows immediately that this error is highest for the $n$-index (i.e., current) valuation and lowest for the $1$-index (i.e., GPL) valuation given by expressions (9) and (10), respectively:

$$MR(\tilde{R}_{n,1}) = \left(1 - \frac{1}{\rho}\right) \omega' \Delta \omega + \frac{1}{\rho} \omega' \tilde{\delta} \hspace{1cm} (9)$$

and

$$MR(\tilde{R}_{1,1}) = \omega' \Delta \omega, \hspace{1cm} (10)$$

where $\delta$ is the vector of diagonal elements of $\Delta$. In addition, the historical cost valuation, being independent of $\tilde{R}$, is entirely free of valuation errors caused by measurement errors in $\tilde{R}$.

*Note that $R_{n,1}$ is the measurement-error-free current valuation or principal aggregate which is unobservable. In contrast $\tilde{R}_{n,1}$ is the current valuation estimate of $R_{n,1}$ based on observed price data.
Note that the effect of increasing the fineness of valuation rules on their measurement errors is opposite to its effect on their movement errors. Use of coarser price indexes reduces errors of measurement through diversification. However, coarse price indexes also make it more difficult to track the movement of prices. This is a key property of valuation rules and it plays a critical role in identifying the minimum MSE or efficient valuation rules.

**Efficient Estimators**

For any given value of \( k \), there are a total of \( S(n,k) \) distinct estimators or valuation rules. Let \( \bar{R}_{k^*} \) denote the efficient \( k \)-index estimator, such that it has the least mean squared error of all \( k \)-index valuation rules:

\[
\text{MSE}(\bar{R}_{k^*}) \leq \text{MSE}(\bar{R}_{k\lambda}), \quad \text{for all } \lambda = 1, 2, \ldots, S(n,k).
\]  

(11)

**Definition 1:** The Efficient set of estimators consists of those estimators whose mean squared error is not greater than the mean squared error of any other estimator with the same number of price indexes. Efficient frontier, \( H(k) \), \( k = 1, \ldots, n \), is the set of mean squared errors associated with the efficient set of estimators:

\[
H(k) = \text{MSE}(\bar{R}_{k^*}), \quad k = 1, \ldots, n.
\]  

(12)

For each \( k \), the efficient set has one or more valuation rules because several \( k \)-index valuation rules may attain the minimum MSE. However, only one point corresponding to this MSE lies on the efficient frontier. In the illustrative numerical example, we use the following parameter values:

\[
\mu' = (0.1, 0.2, 0.6, 0.4), \quad \Sigma = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 3 & 0 & 0 \\ 0 & 0 & 5 & 0 \\ 0 & 0 & 0 & 2 \end{bmatrix} \quad \text{and} \quad \Delta = \begin{bmatrix} 3 & 0 & 0 & 0 \\ 0 & 4 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 2 \end{bmatrix}.
\]

Then the complete set of estimators for the four-good economy consists of 16 elements, as shown in table 1. From these numbers, it is easy to verify Proposition 1 (decomposability of total error into \( MV \) and \( MR \)), Theorem 1 (\( MR \)'s monotone increase in the fineness of the estimator), and that the GPL valuation has the lowest measurement error of all estimators other than the historical-cost valuation, while the current valuation has the highest measurement error. Partitions that constitute the efficient set and their corresponding mean squared errors on the efficient frontier are marked by asterisks in the fifth column of table 1.

In the absence of measurement error (\( \Delta = 0 \)), the efficient frontier decreases monotonically in \( k \) (see Sunder and Waymire 1983). This monotonicity can be verified from column 6 of table 1 and the efficient frontier marked \( \Delta = 0 \) in panel B of figure 1. This frontier in figure 1 is also convex in \( k \) (\( 1 \leq k \leq n \)) although convexity has not yet been proved for the general case.

When movement error is zero (\( \mu = 0, \Sigma = 0 \)), it follows from Theorem 1 that the efficient frontier is monotonically increasing in \( k \).\(^{10}\) This monotonicity can also be con-

\(^{10}\) Since \( MR(\bar{R}_{\lambda}) \) is monotonically increasing in fineness and since there always exists a \((k + 1)\)-partition that is strictly finer than any given \( k \)-partition, it follows that the MSE of estimators in the efficient set must be increasing in \( k \) when movement error is zero.
Figure 1
Mean Squared Error of Valuation Rules: Example 1*

Panel A. Total Error:

Panel B. Movement Error Only (Δ = 0):

Figure 1 continues on next page.

firmed from column 7 of table 1 and the efficient frontier marked $\mu = 0$, $\Sigma = 0$ in panel C of figure 1. The efficient frontier in the figure is also convex in $k$ ($1 \leq k \leq n$) though convexity of the frontier in general remains to be proved.

In the general case when both movement and measurement errors are present, the efficient frontier is not necessarily the sum of the two efficient frontiers for each type of error. A valuation rule that is part of the efficient set for measurement errors is not necessarily in the efficient set for movement errors, and vice versa. A valuation rule can be in the efficient set for the total error even if it is not in the efficient set for either
type of error separately. For example, when $k=3$, minimum movement, measurement, and total errors are attained by three different valuation rules ($(ad,b,c)$, $(a,bc,d)$, and $(ab,c,d)$, respectively) as can be seen in table 1 and figure 1. The efficient set and efficient frontier for total errors is also shown in table 1 and panel A of figure 1. This efficient frontier also is convex in $k$ ($1 \leq k < n$) in the numerical example.

Convexity of the Efficient Frontier

If the efficient frontier for the total errors were proved to be convex in $k$, the task of finding the efficient frontier would be simplified considerably. In all numerical examples we have been able to construct so far, the efficient frontier is found to be convex. Sunder and Waymire's (1983) search for an efficient frontier using the PPI data base yielded a highly convex estimate of the efficient frontier. Though the general proof of convexity has eluded us thus far, we have been able to prove the convexity of the efficient frontier in the special case when $\Sigma$ and $\Delta$ are diagonal matrices and the economy-wide relative weights ($\omega_i$) as well as the expected relative price changes ($\mu_i$) across all goods in the economy are identical. Under these assumptions, we first find a method of constructing the efficient estimator of the current value for a given value of $k$; second, the efficient frontier corresponding to this set of estimators is proved to be convex; and third, the minimum of the efficient set (the global optimum estimator) is identified.

11 Convexity of the efficient frontier for each type of error (movement and measurement) is insufficient to ensure the convexity of the efficient set for the total errors because the sum of two minimums is only a lower bound for the minimum of the sums.
Theorem 2: Let mean price relatives for all goods be equal ($\mu = m\theta$, where $m$ is a scalar and $\theta$ is a vector of unit elements), relative weights of all goods in the economy be equal

$$\omega = \frac{1}{n} \theta,$$

and $\Sigma$ and $\Delta$ be diagonal matrices ($\sigma_{ij} = \delta_{ij} = 0$ for all $i \neq j$). Then the $k$-index efficient estimator of the current value is constructed by grouping those $(n-k+1)$ goods that have the $(n-k+1)$ smallest algebraic values of $(\sigma_{ij} - \delta_{ij})$ into a single price index and letting each of the other $(k-1)$ goods with the larger algebraic values of $(\sigma_{ij} - \delta_{ij})$ be alone each in a price index. The MSE of this valuation rule $\bar{R}_k^*$ is given by:

$$H(k) = \frac{1}{n^2} \left( 1 - \frac{1}{\rho} \right) \sum_{j=1}^{n} \sigma_{ij} + \frac{1}{\rho n} \sum_{j=1}^{n} \sigma_{ij} - \frac{1}{\rho n} \left\{ \sum_{j=1}^{k-1} \beta_j + \sum_{j=k}^{n} \frac{\beta_j}{n-k+1} \right\},$$

(13)

where $\beta_j = (\sigma_{ij} - \delta_{ij})$.

Proof: See the appendix.

Theorem 2 suggests that goods with small variability in price movements ($\sigma_{ij}$) are candidates for being lumped with other such goods; goods with larger variability in price changes will contribute more to movement error unless they stand alone. In contrast, goods with larger measurement error ($\delta_{ij}$) are the most attractive candidates for being grouped with others in an index in order to maximize the benefits of diversification through aggregation.

In our numerical example, the value of $\beta_j = (\sigma_{ij} - \delta_{ij})$ for the four goods is $-2$, $-1$, $4$, and $0$, respectively. According to Theorem 2, the most efficient two-index estimator can be constructed by including the three goods with the smallest algebraic values of $\beta_j$ (a, b, and d) in one index and allowing the fourth good c to be in an index by itself. The most efficient three-index estimator can be constructed by including the two goods with the smallest algebraic values (a and b) in one index and allows goods c and d to be each in an index by themselves. Table 1 and figure 1 confirm that (c,abd) is the efficient two-index estimator and (ab,c,d) is the efficient three-index estimator with respect to total MSE.

Expression (13) in Theorem 2 specifies the efficient frontier in the presence of both movement and measurement errors. Note that the efficient frontier given in Shih and Sunder (1987) is a special case of expression (13) with $\Delta = 0$. In the cases covered by the theorem, the procedure for identifying estimators that are members of the efficient set is the same whether either type of error alone, or their sum, is being considered.

Theorem 3: The efficient frontier specified by expression (13) is convex.

Proof: See the appendix.

The following two conditions must be satisfied for the minimum of this convex function, $H(\cdot)$, to be attained at $k^*$:
Corollary 3.1: Under the assumptions of Theorem 3, the following two conditions are necessary and sufficient for the minimum of the efficient frontier to be attained at \( k = k^* \):

\[
(a) \quad \beta_{k^*} \leq \frac{-1}{(n-k^*+1)^2} \sum_{j=k^*+1}^{n} \beta_j \tag{14}
\]

and

\[
(b) \quad \beta_{k^*-1} \geq \frac{-1}{(n-k^*+1)^2} \sum_{j=k^*}^{n} \beta_j , \tag{15}
\]

when goods have been arranged in the decreasing order of \( \beta_j \)s.

**Proof**: See the appendix.

For the minimum of the efficient set to be attained at \( k^* = 1 \), it is sufficient (but not necessary) that \( \beta_j \) be negative for all \( j \)s. In other words, if the variance of measurement error exceeds the variance of movement error for all goods, the efficient frontier is monotonically increasing in \( k \). A necessary and sufficient condition for attaining the minimum of the efficient frontier at \( k^* = 1 \) (i.e., at GPL valuation) can be obtained by substitution in expression (14):

\[
\beta_1 \leq - \sum_{j=1}^{n} \frac{\beta_j}{(n-1)^2} , \tag{16}
\]

where goods have been arranged such that \( \beta_1 \geq \beta_j \) for all \( j > 1 \).

For the minimum to be attained at \( k^* = n \), it is sufficient (but not necessary) that \( \beta_j \) be positive for all \( j \)s. In other words, when the variance of price relatives exceeds the variance of measurement error for every good, the efficient frontier is monotonically decreasing in \( k \). The necessary and sufficient condition for attaining the minimum of the efficient frontier at \( k^* = n \) (i.e., at the current valuation) can be obtained by substitution in expression (15):

\[
\beta_{n-1} \geq - \beta_n . \tag{17}
\]

In summary, excluding historical-cost valuation, the GPL valuation provides the minimum MSE estimate of the unobserved current value of a firm's assets when condition (16) is met. This counterintuitive result is obtained when the variance of errors in measurement of prices are large compared with the variance of price relatives. Under these conditions, the advantages of aggregation from diversifying random errors of measurement dominate the disadvantages of using a coarser index set to estimate the current value.

Similarly, again excluding the historical-cost valuation, when condition (17) is met, the \( n \)-index system (with a price index for each good) is the minimum MSE estimator. This happens when the variance of measurement error is small relative to the variance of price relatives.

More generally, when conditions (14) and (15) of Corollary 3.1 are met, neither the GPL nor the current valuation is the minimum MSE estimator. Instead, the minimum MSE of all valuation rules is obtained by using price indexes at some intermediate level
of aggregation, where the benefits and disadvantages of aggregation are balanced at the margin.

In the numerical example, conditions (14) and (15) are satisfied for an intermediate minimum but conditions (16) and (17) are not. To verify this, consider the four goods in decreasing order by the value of \( \beta_j = (\sigma_j - \delta_j) \), which is c(5 - 1 = 4), d(2 - 2 = 0), b(3 - 4 = -1), and a(1 - 3 = -2). According to condition (16), in order for the single-index estimator (GPL valuation) to be the minimum MSE estimator, the value of \((\sigma_j - \delta_j)\) for good c, 4, would have to be less than or equal to

\[
- \frac{0 - 1 - 2}{3^2},
\]

which is not true. In order for the global minimum MSE estimator to be attained at \( k = 4 \) (current valuation), it is sufficient that \( \beta_j \) be positive for every good, and this condition is not satisfied for goods a and b. The necessary and sufficient condition (17) requires that the value of \((\sigma_j - \delta_j)\) for good b, \((-1)\), be greater than or equal to the negative value for good a, \((-2)\). This condition is not satisfied either. Conditions of (14) and (15) for the minimum of the efficient frontier are satisfied at \( k^* = 2 \) in the numerical example. This can also be confirmed from table 1 and figure 1.

III. Global Minimum Mean Squared Error Estimator

In the absence of errors of measurement, the MSE of the historical cost estimator is necessarily greater than the error of all other estimators. The top panel of figure 2 shows the relationship of the error associated with historical-cost valuation to the error of the GPL valuation \((k = 1)\), the current valuation \((k = n)\), and other members of the efficient set of estimators that use more than one but less than \( n \) price indexes. The error of the historical-cost estimator exceeds the GPL error by \( \omega' (\Sigma + \mu \mu') \omega \), and the GPL error exceeds the current valuation error by:

\[
\frac{1}{\rho} \{ \omega' (\sigma + \delta) - \omega' (\Sigma + \mu \mu') \omega \}.
\]

When price measurement errors are present but price movement errors are absent, the relationship of the historical cost valuation (HC), the GPL valuation, the current valuation (CV), and other estimators are shown in the second panel of figure 2. The GPL error exceeds the HC error (which is zero) by \( \omega' \Delta \omega \). The CV error, in turn, exceeds the GPL error by:

\[
\frac{1}{\rho} (\omega' \delta - \omega' \Delta \omega).
\]

In Proposition 1, we have already shown that the price measurement and movement errors of estimators are additive. Accordingly, Theorem 4 states the conditions for the historical-cost valuation to be a more accurate estimate of the current economic value of the firm's assets than the GPL or the CV estimators, respectively.

Theorem 4:

(i) The historical cost valuation dominates the general price level valuation in accuracy if and only if:
Figure 2
Mean Squared Error of the Historical Cost Valuation Versus the Other Valuation Rules*

* HC = Historical Cost Valuation,
  GPL = General Price Level Valuation,
  CV = Current Valuation,
  a = Movement Error (HC) – Movement Error (GPL) = \omega' (\Sigma + \mu') \omega,
  b = Movement Error (GPL) – Movement Error (CV) = \frac{1}{\rho} (\omega' (\sigma + \mu) - (\Sigma + \mu') \omega),
  c = Measurement Error (CV) – Measurement Error (GPL) = \frac{1}{\rho} (\omega' \delta - \omega' \Delta \omega), and
  d = Measurement Error (GPL) – Measurement Error (HC) = \omega' \Delta \omega.
\( \omega' (\Delta - \Sigma + \mu' \lambda) \omega > 0 \).

(ii) The historical cost valuation dominates the current valuation in accuracy if and only if:

\[
\left(1 - \frac{1}{\rho}\right) \omega' (\Delta - \Sigma - \mu' \lambda) \omega + \frac{1}{\rho} \omega' (\hat{\sigma} - \sigma - \hat{\mu}) \geq 0.
\]

Proof: See the appendix.

The historical-cost valuation can dominate not only the GPL valuation and the current valuation in accuracy, it can also dominate the minimum MSE valuation rule identified in Corollary 3.1. The numerical example given above is modified to illustrate this dominance (example 2). Let \( \omega, \mu, \) and \( \Sigma \) remain unchanged and allow the variance-covariance matrix of measurement errors, \( \Delta \), to be 2.6 times as large as previously assumed:

\[
\Delta = \begin{bmatrix}
7.8 & 0 & 0 & 0 \\
0 & 10.4 & 0 & 0 \\
0 & 0 & 2.6 & 0 \\
0 & 0 & 0 & 5.2
\end{bmatrix}.
\]

Then the MSE for Example 2 are as follows:

Historical-cost valuation: \( 1.260 + \frac{2.214}{\rho} \),

General price level valuation: \( 1.716 + \frac{2.214}{\rho} \),

Current value valuation: \( 1.716 + \frac{4.524}{\rho} \), and

Minimum MSE estimator (HC valuation): \( 1.260 + \frac{2.214}{\rho} \).

It is easily seen that the historical-cost estimator provides, in this plausible example, the closest approximation of the current economic value of firms as shown in table 2 and figure 3. Also note that this dominance is valid for all values of the diversification parameter \( \rho \). As the mean and variance of price changes, \( \mu \) and \( \Sigma \), increase, it becomes less likely that the historical cost valuation will dominate other estimators.

IV. Concluding Remarks

Extant theories of valuation, largely deterministic in nature, can be integrated into a single framework to facilitate direct comparisons of their statistical properties in specified economic environments. In this study, we have shown that when prices change and price data are subject to errors of measurement, neither the current-valuation rule nor the general-price-level valuation rule is necessarily the minimum MSE estimator of the unobserved economic value of baskets of assets. Instead, the most accurate valuation is likely to be attained by using specific price indexes at an appropri-
Table 2
Properties of Estimators of Current Value in a Four-Good Economy: Example 2

<table>
<thead>
<tr>
<th>k</th>
<th>S(n,k)</th>
<th>Serial Number</th>
<th>Partition</th>
<th>Economy-Wide Average Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MSE((\hat{R}_{\lambda}))</td>
</tr>
<tr>
<td>0</td>
<td>—</td>
<td>—</td>
<td>Historical</td>
<td>1.260 + 2.214/(\rho^*)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>GPL(abcd)</td>
<td>1.716 + 2.214/(\rho^*)</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>1</td>
<td>(a,b,c,d)</td>
<td>1.716 + 3.364/(\rho^*)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(b,a,c,d)</td>
<td>1.716 + 3.724/(\rho^*)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(c,a,b,d)</td>
<td>1.716 + 2.246/(\rho^*)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(d,a,b,c)</td>
<td>1.716 + 2.564/(\rho^*)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(a,c,b,d)</td>
<td>1.716 + 2.760/(\rho^*)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
<td>(a,b,c,d)</td>
<td>1.716 + 3.179/(\rho^*)</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>1</td>
<td>(a,b,c,d)</td>
<td>1.716 + 3.035/(\rho^*)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(a,c,b,d)</td>
<td>1.716 + 2.821/(\rho^*)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(a,b,c,d)</td>
<td>1.716 + 3.971/(\rho^*)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(a,b,c,d)</td>
<td>1.716 + 3.955/(\rho^*)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(a,b,c,d)</td>
<td>1.716 + 3.695/(\rho^*)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(a,b,c,d)</td>
<td>1.716 + 3.732/(\rho^*)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(a,b,c,d)</td>
<td>1.716 + 4.463/(\rho^*)</td>
</tr>
</tbody>
</table>

* Denotes members of the efficient set and efficient frontier.

- \(k\) = number of price indexes in the partition (valuation rule),
- \(S(n,k)\) = number of ways of partitioning a set of \(n\) distinct elements (four in our example) into \(k\) subsets (price indexes),
- \(\lambda\) = partition identifier,
- \(\rho\) = diversification parameter. See footnote 3,
- \(\text{MSE}(\hat{R}_{\lambda})\) = total mean squared error of valuation rule \(\hat{R}_{\lambda}\),
- \(\text{MV}(\hat{R}_{\lambda})\) = movement error of valuation rule \(\hat{R}_{\lambda}\), and
- \(\text{MR}(\hat{R}_{\lambda})\) = measurement error of valuation rule \(\hat{R}_{\lambda}\).

Intermediate level of aggregation. Many firms implemented SFAS 33 using specific price indexes; it would be interesting to find how the levels of aggregation chosen by individual firms relate to the theoretically efficient levels.

We have shown that if the error of measurement in current prices is sufficiently large, the historical-cost valuation may provide a statistically more accurate approximation of the unobserved economic value of assets than is provided by the current valuation. We have also derived conditions under which the historical-cost valuation is a more accurate estimate of the unobserved current economic value of assets than the most accurate of all linear valuation rules that use price indexes. Apparently, which valuation rule provides the best estimate of the current economic value is not a matter of theory or principle, but simply a matter of the relative magnitudes of parameters that characterize the economy: relative weights of various goods in the economy (\(\omega\)), expected percentage price change for individual goods (\(\mu\)), and the covariance matrices of these price changes (\(\Sigma\)) and of measurement errors in price changes (\(\Delta\)).

These results have several testable implications. Other things being equal, valuation
Figure 3
Mean Squared Error of Valuation Rules: Example 2*

Panel A. Total Error:

Panel B. Movement Error Only ($\Delta = 0$):

rules based on a finer set of price indexes will be more informative for those firms and industries: (1) whose assets have a larger mean rate of price change; (2) whose assets have a more variable rate of price change; and (3) whose assets are traded in relatively perfect and complete markets, permitting more accurate measurement of change in their price. Real estate, oil and gas deposits, films, videos, software, and patents are

Figure 3 continues on next page.
Figure 3—Continued

Panel C. Measurement Error Only ($\mu=0$, $\Sigma=0$):

* Each connecting line segment indicates fineness-coarseness relation between valuation rules.

examples of assets whose prices may have large measurement errors. Current valuation of firms with large holdings of such assets may not be more accurate than their historical valuation. Most of the empirical work has focussed on cross-sectional analysis so far (see Beaver et al. 1980, 1982; Gheyara and Beetsman 1980; Ro 1980). Our model suggests that closer attention to the economic environments of specific firms and industries will increase the power of tests to detect the information value of current value data reported by firms.

Second, the model suggests that efficient valuation rules may be quite different for different firms and industries. During the same period of time, historical cost may be most informative for some industries, while GPL, a 10- or 100-index valuation rule may be the most informative for others.

Third, the level of aggregation at which asset values are adjusted to their current estimates has a major impact. Since both ASR 190 and SFAS 33 granted wide latitude to individual firms in choosing the level of aggregation, different firms may have reported at quite different levels of aggregation, making it difficult to draw conclusions from cross-sectional studies that ignore this heterogeneity.

Fourth, the degree to which extant accounting valuation practices approximate the efficient rules can be determined empirically by (1) estimating the numerical values of parameters of the model, (2) identifying efficient valuation rules, and (3) comparing such rules with the extant practice. Theorem 2 provides a guide to testing whether the Bureau of Labor Statistics’ scheme of clustering prices of individual goods into price indexes is an efficient one. Broadly speaking, the theoretical framework for valuation rules will make it possible to map the characteristics of valuation rules more precisely, and to conduct empirical tests of propositions about these characteristics.
Fifth, during periods of inflation, increasing the revaluation interval is likely to increase the magnitude of $\Sigma + \mu \nu'$ (expectation of squared price relatives) faster than the magnitude of $\Delta$ (expectation of squared measurement errors in price relatives) if measurement errors are more likely to be diversified away across time periods. Under these conditions, current valuation is more likely to dominate over historical and GPL over longer intervals of persistent inflation (or deflation).

We have used a number of assumptions about parameters and the model to derive these results. Some of these assumptions (e.g., those used in Theorem 2 to prove convexity of the efficient frontier) are mere stopgap measures until somebody is able to prove (or disprove) the convexity of this function under more general conditions. Other assumptions are based on our belief that they allow us to obtain important qualitative results from a simple model without undue violence to the environment we seek to understand. Others may wish to modify such assumptions to capture the implications of various refinements in the basic model.

For example, we assume that the asset portfolio of all individual firms has identical distribution. Lim and Sunder (1990) drop this assumption and model an industry-segmented economy to examine the properties of valuation rules that utilize industry specific versus economywide price indexes. We also assume that the measurement errors in price relatives are unbiased. There is some empirical evidence (see Swanson and Shriner 1987; Hall and Shriver 1990; Swanson 1990) that certain price databases may have an upward bias. The model can be modified to explore the impact of this and other such refinements (see fn. 8). We have assumed that the price data for all assets of all firms in the economy are included in constructing the price indexes used for valuation. Additional valuation errors could be generated when this assumption is relaxed in various ways. For example, it is rarely possible to sample price changes for all assets in an economy; even the Bureau of Labor Statistics resorts to sampling for only about 3,000 different goods and services. Beaver et al. (1982, fn. 2) point out that changes in value of unrecorded assets goes unreported, and, as a practical matter, even some of the recorded assets may be excluded from revaluation. Further work would be needed to assess the magnitude of effect such deviations may have on predictions of the simple model presented here.

There may be situations for which the expected error and expected squared error loss functions used in this study may be considered inadequate. Computer simulations could be used to discover which of our results would generalize to other loss functions.

Finally, the analysis here is limited to linear valuation rules. Lim (1990) derives properties of nonlinear (e.g., lower-of-cost-or-market) valuation rules using a similar framework.
Appendix

I. Derivation of the Mean Squared Error Expression (6).

\[
\text{MSE}(\bar{R}_{\text{ms}}) = E_x E_{\varepsilon} E_{\omega}(\bar{R}_{\text{ms}} - R_{\text{ms}})^2 = E_x E_{\varepsilon} E_{\omega}(\omega^\alpha)' \bar{r} - w' \bar{r})^2
\]

where:

\[
\omega_j^\alpha = \frac{w_j^*}{\omega_j^*} \omega_j,
\]

\(w_j^* = \) total weight in \( w \) of goods included in the same index as good \( j \),

\(\omega_j^\alpha = \) total weight in \( \omega \) of goods included in the same index as good \( j \),

\(\omega_j = \) vector of \( \omega_j \)'s included in the \( u \)th index, and

\(\Sigma_{uu} \) and \( \Delta_{uu} \) are submatrices of \( \Sigma \) and \( \Delta \), respectively, consisting of rows and columns corresponding to the goods included in the \( u \)th index,

\[
= E_x E_{\varepsilon} E_{\omega} (\omega^\alpha)' \bar{r}^\alpha + w' \bar{r}^\alpha w - 2(\omega^\alpha)' \bar{r}^\alpha w
\]  
(A.1)

The right hand side of expression (A.1) is the expectation of the sum of the terms of an \( n \times n \) symmetric matrix. The \( j \)th diagonal element of this matrix is:

\[
(r_j + \varepsilon_j)^2 \left( \frac{w_j^* \omega_j}{\omega_j^*} \right)^2 + w_j^* r_j^2 - 2(r_j + \varepsilon_j) r_j \frac{w_j^* \omega_j}{\omega_j^*} w_j
\]  
(A.2)

where \( \varepsilon_j = \bar{r}_j - r_j \).

Using the mutually independent distributions of \( w, r, \) and \( \varepsilon \) specified earlier, the expectation of the \( j \)th diagonal term is given by:  

\[
\sigma_j \left( \frac{\omega_j}{\rho} - \frac{\omega_j^*}{\rho \omega_j^*} \right) + r_j \left( \frac{\omega_j}{\rho} - \frac{\omega_j^*}{\rho \omega_j^*} \right) + \delta_j \left( \frac{\omega_j^*}{\rho} + \left( 1 - \frac{1}{\rho} \right) \omega_j^* \right)
\]  
(A.3)

where \( \rho \) is the number of multinomial draws used to construct \( w \).

The \( i, j \)th off-diagonal element of the matrix, if both goods \( i \) and \( j \) are included in the same index, is given by:

\[
(r_i + \varepsilon_i)(r_j + \varepsilon_j) w_i^* w_j^* \frac{\omega_i \omega_j}{\omega_i^* \omega_j^*} + w_i w_j r_i r_j - 2 \frac{w_i^* \omega_i}{\omega_i^*} w_j (r_i + \varepsilon_i) r_j
\]  
(A.4)

and its expectation with respect to \( w, r, \) and \( \varepsilon \) is given by:

\[
-\sigma_i \frac{\omega_i \omega_j}{\rho \omega_i^*} - \mu_i \mu_j \frac{\omega_i \omega_j}{\rho \omega_i^*} + \delta_i \left( \frac{\omega_i \omega_j}{\rho} + \left( 1 - \frac{1}{\rho} \right) \omega_i \omega_j \right)
\]  
(A.5)

Finally, the \( i, j \)th off-diagonal element of the matrix if goods \( i \) and \( j \) are not included in the same index under valuation rule \( \bar{R}_{\text{ms}} \) is also given by expression (A.4) and its expectation is:

\[
\delta_i \left( 1 - \frac{1}{\rho} \right) \omega_i \omega_j.
\]  
(A.6)

Adding up all terms of this matrix with some rearrangement yields the mean squared error (MSE) of a valuation rule \( \bar{R}_{\text{ms}} \) in the presence of measurement error:

\[
\text{MSE}(\bar{R}_{\text{ms}}) = \left( 1 - \frac{1}{\rho} \right) \omega^\alpha \Delta \omega + \frac{1}{\rho} \sum_{u=1}^{k} \omega_u \Delta \omega_u + \frac{1}{\rho} \omega^\alpha (\omega + \bar{\mu}) - \frac{1}{\rho} \sum_{u=1}^{k} \frac{\omega_u (\Sigma_{uu} + \rho \mu_u^2)}{\omega_u^*} \omega_u.
\]  
(A.7)

II. Proof of Theorems

Proof of Theorem 1.

The first term in equation (7) is a constant with respect to various index configurations. To show that the second term is monotonically increasing in fineness, the proof by Sunder (1978, 364–5) for movement error is

---

\(^{12}\) See footnote 3 for distribution of \( w \).
directly applicable because Δ is a positive semidefinite symmetric matrix. Proof of Theorem 1 follows immediately.

Q.E.D.

Proof of Theorem 2.

From equation (6), mean squared error of valuation rule \( \tilde{R}_{aa} \) is:

\[
\text{MSE}(\tilde{R}_{aa}) = \frac{1}{n^2} \left( 1 - \frac{1}{\rho^n} \right) \sum_{j=1}^{n} \beta_j \left( \sum_{i=1}^{n} (\sigma_{ij} + m^2) - \sum_{i=1}^{k} \left( \frac{1}{n_{ia}} \sum_{j=1}^{n_a} \beta_j + n_{ma} m^2 \right) \right)
\]

\[
= \frac{1}{n^2} \left( 1 - \frac{1}{\rho^n} \right) \sum_{j=1}^{n} \beta_j \sum_{i=1}^{n} \sigma_{ij} - \frac{1}{\rho^n} \frac{1}{n} \sum_{j=1}^{n} \beta_j
\]

where \( n_a \) is the number of goods in the \( u \)th index and \( n_j \) is the number of goods in the index in which good \( j \) is included. In equation (A.8), all terms except:

\[
\sum_{j=1}^{n} \frac{\beta_j}{n_j}
\]

are constant with respect to index configurations; therefore minimizing MSE is equivalent to maximizing:

\[
\sum_{j=1}^{n} \frac{\beta_j}{n_j}
\]

Let:

\[
\sum_{j=1}^{n} \frac{\beta_j}{n_j} = A_{aa}
\]

for the valuation rule \( \tilde{R}_{aa} \) and the best \( A_{aa} \) given \( k \) be denoted by \( A_{aa}^* \). Without loss of generality, let the \( n \) goods be ordered such that \( \beta_j \geq \beta_{j-1} \), \( j = 1, 2, \ldots (n-1) \). Since the \( n \)-index system is unique:

\[
A_{aa}^* = A_{aa,n-1} = \sum_{j=1}^{n} \beta_j
\]

For \( k = n - 1 \), some two goods, indexed \( p \) and \( q \) must be combined into a single index while all other \( n-2 \) goods form single-good indexes.

\[
A_{aa,n-1} = \sum_{j=p,q}^{n} \beta_j + \frac{\beta_p + \beta_q}{2} = \sum_{j=1}^{n} \beta_j - \frac{\beta_p + \beta_q}{2}.
\]

Since the first term on the right hand side is a constant, to maximize \( A_{aa,n-1} \), the sum, \( \beta_p + \beta_q \), should be minimized; that is, two goods with the smallest algebraic values of \( \beta_j \) should be clubbed together into a single index. Since \( \beta_s \) and \( \beta_{s-1} \) are the two smallest values by the above ordering.

\[
A_{aa}^* = \sum_{j=1}^{n} \beta_j - \frac{\beta_s + \beta_{s-1}}{2}.
\]

When \( k = n - 2 \), there are two possible ways of partitioning the above \((n-1)\) indexes into \((n-2)\) indexes:

1. Combine a third good, indexed \( r \), into the above two-good index which contains goods \( n \) and \( n-1 \). Let its accuracy measure be \( A_{aa,n-1}^* \).
2. Combine other two single-good indexes for goods indexed \( s \) and \( t \), into one. Let its accuracy measure be \( A_{aa}^* \).

Then we can show: \( A_{aa,n-1}^* > A_{aa}^* \).
Since $\beta_{n-2}$ is the third smallest, $A_{t-1}^{*}$ is maximized by setting $r=n-2$:

$$A_{t-1}^{*} = \sum_{i=1}^{n} \beta_i - \frac{2(\beta_n + \beta_{n-1} + \beta_{n-2})}{3} \quad (A.13)$$

For the second method of constructing $(n-2)$ indexes from $n$ goods,

$$A_{t-1,2}^{*} = \sum_{j=n,n+1,n+2} \beta_j + \frac{\beta_n + \beta_{n-1} + \beta_{n-2} + \beta_{n-3}}{2} \quad (A.14)$$

$A_{t-1,2}^{*}$ is maximized by setting $s=n-2$ and $t=n-3$. Therefore,

$$A_{t-2}^{*} = \sum_{j=n,n-1,n-2,n-3} \beta_j + \frac{\beta_n + \beta_{n-1} + \beta_{n-2} + \beta_{n-3}}{2} \quad (A.15)$$

In order to determine which of these two methods yields a better $(n-2)$-index system, we calculate their difference:

$$A_{t-2}^{*} - A_{t-1,2}^{*} = \frac{1}{2} (\beta_n + \beta_{n-1} + \beta_{n-2} + \beta_{n-3}) - \frac{2}{3} (\beta_n + \beta_{n-1} + \beta_{n-2})$$

$$= \frac{1}{6} (2\beta_{n-3} - (\beta_n + \beta_{n-1}) + (\beta_{n-3} - \beta_{n-2}))$$

$$\geq 0,$$

since $\beta_j \geq \beta_{n-1}$ for all $j$s. Therefore, the good with the third smallest $\beta_j$ should be combined with the two-good index in $A_{t-1,2}^{*}$ in order to construct the most efficient $(n-2)$-index valuation rule.

If the best $(n-2)$-index valuation is obtained by combining the three goods with the three smallest algebraic values of $\beta_j$ into a single index, it can similarly be shown that the best $(n-3)$-index valuation requires combining the four goods with the four smallest values of $\beta_j$s. Thus a mathematical induction proves Theorem 3. Equation (13) in the theorem follows from (A.8) and (A.13).

Q.E.D.

Proof of Theorem 3.

From Theorem 2, the optimum index configurations for $k=m$, $m-1$, and $m+1$ are as follows:

$$A_{k}^{*} = \sum_{j=1}^{m-1} \beta_j + \sum_{j=m}^{n} \frac{\beta_j}{n-m+1} \quad (A.16)$$

$$A_{m-1}^{*} = \sum_{j=1}^{m-2} \beta_j + \sum_{j=m-1}^{n} \frac{\beta_j}{n-m+2}$$

and

$$A_{m+1}^{*} = \sum_{j=1}^{m} \beta_j + \sum_{j=m+1}^{n} \frac{\beta_j}{n-m}$$

Now for the convexity, we will show:

$$H(m) - H(m-1) \leq H(m+1) - H(m)$$

or

$$H(m) - \frac{1}{2} [H(m-1) + H(m+1)] \leq 0 \quad (A.17)$$

From expressions (A.8) and (A.16), left hand side of expression (A.17):

$$\leq \frac{1}{\rho n} \left\{ - \left( \sum_{j=1}^{m-1} \beta_j + \sum_{j=m}^{n} \frac{\beta_j}{n-m+1} \right) + \frac{1}{2} \left( \sum_{j=1}^{m-2} \beta_j + \sum_{j=1}^{m} \beta_j + \sum_{j=m}^{n} \frac{\beta_j}{n-m+2} + \sum_{j=m+1}^{n} \frac{\beta_j}{n-m} \right) \right\}$$
\[ \frac{1}{2pn} \left( \frac{1}{(n-m)(n-m+1)(n-m+2)} \right) \sum_{j=m+1}^{n} \beta_j - 2(n-m)(n-m+2) \beta_m + (n-m)(n-m+1)(\beta_m - \beta_{m-1}) \right]. \]

Since \( \sum_{j=m+1}^{n} \beta_j \leq (n-m) \beta_j \),

left hand side

\[ \frac{1}{2pn} \left( \frac{1}{(n-m)(n-m+1)(n-m+2)} \right) \sum_{j=m+1}^{n} \beta_j - 2(n-m)(n-m+2) \beta_m + (n-m)(n-m+1)(\beta_m - \beta_{m-1}) \right]. \]

which is true because \( \beta_m \leq \beta_{m-1} \), and \( (n-m+2) \geq 1 \) for all \( m \). This proves the convexity of the efficient frontier.

**Proof of Corollary 3.1.**

Since \( H(k) \) is convex in \( k \), for its minimum to be attained at \( k = k^* \), it is necessary and sufficient that:

\( H(k^* - 1) \geq H(k^*) \) and \( H(k^*) \leq H(k^* + 1) \).

Conditions of Corollary 4.1 are derived directly by substitution from expression (13) in the above inequalities.

**Q.E.D.**

**Proof of Theorem 4.**

(i) From expression (A.7), MSE of the general price level valuation is:

\[ \text{MSE}(\hat{R}_{1,t}) = \omega^\prime \Delta \omega + \frac{1}{\rho} \omega^\prime (\varrho + \hat{\varrho}) - \omega^\prime (\Sigma + \mu \omega)^\prime \omega. \]  

(A.18)

From equations (4) and (A.18),

\[ \text{MSE}(\hat{R}_{1,t}) - \text{MSE}(R_{0,t}) = \omega^\prime (\Delta - \Sigma - \mu \omega)^\prime \omega. \]

For the historical cost valuation to dominate the general price level valuation, this difference must be positive.

(ii) From equations (4) and (6), the difference between MSE of the historical-cost valuation and that of the current valuation is given as in Theorem 4.

**Q.E.D.**
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