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Abstract
Credit booms are not rare, some end in a crisis (bad booms) whereas others do not (good booms). We document that credit booms start with an increase in productivity growth, which subsequently falls faster during bad booms. We develop a model in which a crisis happens when a credit boom transits toward an information regime with careful examination of collateral. As this examination is more valuable when collateral backs projects with low productivity, crises are more likely during booms that display larger productivity declines. We test the main predictions of the model and identify the default probability as the main component of measured productivity that lies behind crises. (JEL: E32, G21, D83)

1. Introduction
Credit booms, productivity growth, and financial crises are interrelated. We study 34 countries over 50 years and show that credit booms are not rare, and that some end
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in a financial crisis (bad booms) and others do not (good booms). Credit booms start with a positive shock to productivity growth, but in bad booms productivity growth tends to die off quickly whereas this is not the case for good booms. Credit booms average eleven years, so these are low frequency interactions. We then develop a simple framework to understand how positive productivity shocks can lead to credit booms that sometimes end with a financial crash and sometimes do not. Finally, we test some implications of the model.

The model begins with the arrival of a new technology. Firms finance projects that use the technology with short-term collateralized debt, for example, repo. Lenders can learn the quality of the collateral at a cost, but it is not always optimal to produce this information, in particular, when the loan is financing projects that are productive and not very likely to default. If collateral is not examined, there is a depreciation of information in credit markets over time such that more and more assets can successfully be used as collateral. This induces a credit boom in which more and more firms obtain financing and gradually adopt new projects. We assume decreasing returns such that the quality of the marginal project that is financed declines with the overall level of economic activity. So there is also a feedback link between the credit boom and productivity growth in the economy.

As a credit boom evolves, the average productivity in the economy endogenously declines, in which case lenders increasingly have incentives to acquire information about the collateral backing a loan. If at some point the average productivity of the economy decays enough, in a bad boom, there is a change of the information regime in credit markets that leads to the examination of the collateral that is used to obtain credit. As a result, some firms that used to obtain loans cannot obtain loans anymore and output goes down—a crisis. Immediately after the crash fewer firms operate, average productivity improves, and the process restarts—a sequence of bad booms. To highlight the main channel of interest, we characterize the set of parameters under which the economy experiences this endogenous credit cycle, which is deterministic and not triggered by any contemporaneous fundamental shock. Interestingly, in our model it is the trend of productivity and not its cyclical component that determines the cyclical properties of the economy.

If the new technology keeps exogenously improving over time, as the credit boom evolves, the endogenous decline in average productivity may be compensated for by an exogenous improvement in the quality of projects such that no change of the

1. We are not the first to note this. Mendoza and Terrones (2008) argue that “not all credit booms end in financial crises, but most emerging market crises were associated with credit booms.” This is also highlighted by Dell’Ariccia et al. (2012) and Herrera, Ordonez, and Trebesch (2014).
2. In the case of the recent U.S. financial crisis, for example, Fernald (2012) documents a steady decline in U.S. productivity growth after 2004, during the credit boom that preceded it.
3. More generally, the debt can be any short-term debt, for example, repo or commercial paper, and “collateral” can refer to the backing assets, such as mortgage-backed securities.
information regime is ever triggered. If this is the case, the credit boom ends, but not in a crisis—*a good boom*.4

In our setting “productivity” has two components: the probability that a project succeeds and the productivity conditional on success. Empirically, productivity is usually measured as a residual, such as total factor productivity (TFP), but our analysis suggests that the two components have different implications for the generation of crises. The component that induces information acquisition about collateral in credit markets is the one that drives the probability that projects succeed, as this determines the probability that firms default and that lenders end up owning the collateral. The second component determines the surplus for the firms conditional on success and does not affect lenders’ incentives to acquire information about collateral, consequently it does not affect the likelihood of a crisis.

Although most of the macroeconomic literature implicitly assumes that firms always succeed and focus on the second component, we explicitly differentiate between the two: the first component critically affects debt markets, whereas the second is more relevant for equity markets. Based on these considerations we construct an index for the *distance to insolvency* (a proxy for the average default probability in the economy—the first component) using the methodology developed by Atkeson et al. (2013) for the countries in our sample. Using these data we test two implications of the model in terms of the decomposition of productivity. First, we complement our finding that bad booms are more likely when productivity declines over the boom, showing that this effect comes mostly from an increase of the probability of default over the boom—the relevant component of productivity for credit markets. Then, we show that the average default probability is indeed significant in explaining the dynamics of TFP.

Modeling financial crises as a change of the information regime in credit markets is motivated by Gorton and Ordonez (2014), a macroeconomic model based on the micro foundations of Gorton and Pennacchi (1990) and Dang et al. (2013). These authors argue that short-term debt, in the form of bank liabilities or money market instruments, is designed to provide transactions services (or short-term stores of value) by allowing trade between agents without fear of adverse selection. This is accomplished by designing debt to be “information-insensitive”, that is, such that it is not profitable for any agent to produce private information about the assets backing the debt, the collateral. Adverse selection is avoided in trade, and in our model in credit. In the setting of Dang et al. (2013), a financial crisis is a switch from information-insensitive debt to information-sensitive debt when agents produce information about the backing collateral.

We differ from Gorton and Ordonez (2014) in two very important respects. First, we introduce decreasing marginal returns and changes to the set of technological opportunities. High quality projects are scarce, so as more firms operate in the economy they increasingly use lower quality projects. This extension is critical to understand the
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4. There is no normative connotation in calling these two types of booms *good* and *bad*, as in both cases they imply more credit and higher output. The names are related to how booms end.
relation between the evolution of productivity and the generation of crises. Second, in contrast to Gorton and Ordonez (2014) who focus on one-sided information production (only lenders could produce information about collateral), here we allow two-sided information production: both borrowers and lenders can acquire information. This extension is critical for generating crashes, not as a response to exogenous “shocks” to the value of collateral, as in their case, but as a response to the endogenous productivity growth of the projects financed using collateral.

We find that credit booms are on average eleven years long and that these booms begin with a positive productivity shock. In our model the positive productivity shock is akin to Schumpeter’s 1930 argument that new products and technologies give rise to “gales of creative destruction”, which would have an impact for a long time. Similarly, Mokyr (1990) argues that technological progress is discontinuous and that occasional seminal inventions are the key sources of economic growth. Examples include the steam engine, telegraph, and electricity. Field (2010), studying the period 1890–2004 in the United States, argues that TFP growth rates are “consistent with a view that the arrival of economically important innovations may be quite discontinuous and cluster in particular epochs” (p. 329). Here we claim that these technological breakthroughs also play a critical role in shaping the cyclical properties of aggregate economic activity and the recurrence of financial crises.

Our finding that credit booms average eleven years is related to studies of “medium-term business cycles” as well. Cao and L’Huiller (2014) also link technological change to crises. They analyze three important crises: the United States in 2007–2008, the Japanese stagnation of the 1990s and the Great Depression. They show that each of these was preceded by a technological revolution and find a ten year lag between the technological revolution and the start of the crisis. Comin and Gertler (2006) find that TFP moves procyclically over the medium term (in U.S. quarterly data from 1948:1–2001:2—a period without a systemic financial crisis). They do not analyze credit variables, however. Drehmann et al. (2012) use an analysis of turning points (as well as frequency-based filters) to study six variables for seven countries over the period 1960–2011. Their main finding is the existence of a medium-term component in credit fluctuations. Similar conclusions are reached by Claessens, Motto, and Terrones (2011b). We show that there is a difference in productivity growth over credit booms that end in a financial crisis and booms that do not end in a crisis, which is relevant for understanding the conditions under which these technological changes are related to subsequent financial crashes.

5. The impact of these technologies has been studied by economic historians and growth economists. See, for example, Kendrick (1961), Abramovitz (1956), Gordon (2010), and Shackleton (2013). These high impact technologies have been formalized as General Purpose Technologies (GPTs), technologies whose introduction affects the entire economy. There is now a large literature on GPTs. See, for example, Helpman (1998), David (1990), and Bresnahan and Trajtenberg (1995). The eleven year average length of credit booms is roughly consistent with the diffusion of GPTs.

6. The U.S. S&L crisis never threatened the solvency of the entire financial system; it was costly to clean up, but not systemic.
Aguiar and Gopinath (2007) show that shocks to the trend are perhaps more relevant sources of fluctuations in emerging markets than transitory shocks around a stable trend. Our results also highlight the difficulty of interpreting business cycles purely as transitory shocks around a stable trend, as changes in the trend affect the properties of business cycles. In our model, different trends induce different reactions of economic variables to the same transitory shocks. Then, our model complements theirs. Behind business cycles we have not only shocks to trends but also different business cycles reactions to those different trends.

A recent paper that revives the discussion of purely endogenous cycles, as in our setting, is Beaudry et al. (2018). In their case, cycles are determined by complementarities between aggregate employment and consumption, which induce smooth deterministic cycles. In our case there are complementarities between the volume of credit and the incentives for information acquisition. Since this complementarity is not relevant unless information constraints bind, our model displays deterministic cycles that are not smooth—long booms that suddenly and dramatically end in crises. The sharp reversals after lending booms have been documented by Gopinath (2004) and Ordonez (2013) among others, but in our case it is generated by the evolution of information acquisition incentives and not from search frictions or learning inertia.

In the next section we describe the data and analyze productivity growth, both factor productivity and labor productivity, over both good and bad credit booms. In Section 3 we describe and solve the model, focusing on the information properties of collateralized debt. In Section 4 we study the aggregate and informational dynamic implications of the model, focusing on endogenous cycles. We test the main predictions of the model and decompose the two components of productivity in Section 5. In Section 6, we conclude.

2. Good Booms, Bad Booms: Empirical Evidence

Not all credit booms end in a financial crisis. Why do some booms end in a crisis whereas others do not? To address this question empirically we investigate productivity shocks and trends, both for total factor productivity (TFP) and labor productivity (LP), during booms. In what follows, we first define and identify “credit booms” in the data and then we analyze the aggregate-level relations between credit, TFP and LP growth and the occurrence of financial crises.

2.1. Data

To empirically focus on financial crises requires facing a trade-off between breadth of countries and length of series, as developed countries have better data and longer time series, but fewer events of financial distress. We study a cross section that includes emerging countries at the cost of time series length, as do Gourinchas et al. (2001), Mendoza and Terrones (2008), and Herrera et al. (2014). More specifically, we analyze
a sample of 34 countries (17 advanced countries and 17 emerging markets) over a 50 year time span, 1960–2010. A list of these countries is in Online Appendix Table C.1.

For credit we use domestic credit to the private sector over GDP, from the World Bank Macro Dataset. This variable is defined as the financial resources provided to the private sector, such as loans, purchases of non-equity securities, trade credit and other account receivables, that establish a claim for repayment. Gourinchas et al. (2001) and Mendoza and Terrones (2008) measure credit as claims on the non-banking private sector from banking institutions. We choose domestic credit to the private sector because of its breadth—it includes not only bank credit but also corporate bonds and trade credit. Details about the definition of the variables and about the data sources are provided in Online Appendix Table C.2.

For total factor productivity, we obtain measured aggregate TFP constructed by Mendoza and Terrones (2008) through Solow residuals. Mendoza and Terrones back out the capital stock from investment flows using the perpetual inventory method, and use hours-adjusted employment as the labor measure. For labor productivity we use the hour-adjusted output–labor ratio from the Total Economy Database (TED).

For financial crises, we follow the definitions of Laeven and Valencia (2012). Their database covers the period 1970–2011. They define a systemic banking crisis as occurring if two conditions are met: (1) there are “significant signs of financial distress in the banking system (as indicated by significant bank runs, losses in the banking system, and/or bank liquidations)” and (2) if there are “significant banking policy intervention measures in response to significant losses in the banking system.” Significant policy interventions include: (1) extensive liquidity support (when central bank claims on the financial sector to deposits exceeds 5% and more than double relative to the pre-crisis level); (2) bank restructuring gross costs are at least 3% of GDP; (3) significant bank nationalizations; (4) significant guarantees are put in place; (5) there are significant asset purchases (at least 5% of GDP); (6) there are deposit freezes and/or bank holidays.

2.2. Definition and Classification of Credit Booms

There is now a rich body of evidence showing that credit growth predicts crises where credit growth is typically defined as the previous three years or five years of cumulative growth. But, with regard to credit booms there is no consensus in the literature as to what constitutes a “credit boom”.

7 Later, we also use the Bank for International Settlements (BIS) “Total Credit Statistics”. The BIS provides data on credit to households and credit to corporations. As we discuss later, however, this panel data is not as complete as the World Bank series on credit.

8 There is a censoring problem at the end of our sample because in some cases the credit boom continues in spite of the recent 2007 financial crisis in the United States and the wave of 2008 financial crises in Europe. The results are robust to eliminating these crises from the sample.

9 For example, Jorda et al. (2011) study fourteen developed countries over 140 years (1870–2008) and conclude that “...credit growth emerges as the single best predictor of financial instability”. Laeven and Valencia (2012) study 42 systemic crises in 37 countries over the period 1970–2007 and conclude “Banking
What is a credit boom? There are only a few papers that venture to put forth a definition to capture it empirically. These are Gourinchas, Valdes and Landerretche (2001), Dell’Ariccia et al. (2016), Mendoza and Terrones (2008) and Richter et al. (2017).

All of these authors are interested in the relationship between credit booms and crises. Gourinchas et al. (2001) “define a lending boom episode as a deviation of the ratio between nominal private credit and nominal GDP from a rolling, backward-looking, country-specific stochastic trend” (p. 52). They require that the deviation be larger than a given threshold. Dell’Ariccia et al. (2016) use a definition close to that of Gourinchas et al. (2001) but using a backward-looking country-specific cubic trend. Mendoza and Terrones (2008) use real credit per capita and detrend with the Hodrick-Prescott filter. Richter et al. (2017) also use a version of the Hodrick-Prescott filter that is based on Hamilton (2016). Does the definition matter? It depends on the question. Does it matter to identify booms? Dell’Ariccia et al. (2016) show that pairwise correlations across boom definitions are all above 50%, which implies that they all capture well events of large increases in credit. Does it matter to learn about a boom dynamics? By construction different detrending procedures capture different phases of credit booms and then impose preconceptions on the evolution of related macro variables. Distinguishing the role of different definitions on capturing different phases of credit booms is clearly an area for future research.

For our study we want to impose as few preconceptions as possible so we propose a definition of a “credit boom” that is very simple with regard to trends. We only detrend implicitly using the ratio of credit to the private sector divided by GDP. This means that credit has to grow faster than GDP to possibly be part of a credit boom. Such “detrending” is country-specific but we do not further detrend this ratio. We then define a credit boom as starting whenever a country experiences three consecutive years of positive credit growth (as a fraction of GDP) that average more than $x^s$. The boom ends whenever a country experiences at least two years of credit growth (also as a fraction of GDP) not higher than $x^e$. In our baseline experiments we choose $x^s = 5\%$ and $x^e = 0\%$. The choice of thresholds is based on the average credit growth in the sample. Changes in thresholds do not alter the results qualitatively. We find 87 booms based on this definition, which are listed in Online Appendix Table C.3.

There are several reasons for our approach. First, we do not want to implicitly set an upper bound on the length of the boom by further detrending the ratio of credit to GDP. Using deviations from a trend implies that a boom has predetermined maximum
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10. As the HP filter is forward looking, for example, it does not consider the initial and the final phases of a credit expansion as part of a boom, potentially missing related changes in other macro variables during those phases.

length, as a protracted boom would be included in the trend component. We want to avoid this so the data inform us as to whether crises are associated with longer or shorter booms. Second, as also Aguiar and Gopinath (2007) argue, shocks to the trend may be the source of cyclical behavior rather than transitory shock around a trend. To allow for this possibility we do not want to detrend twice. Third, the data on credit exhibit very large heterogeneity across countries. Sometimes there are strong increases in credit that appear as structural breaks, whereas other times there are large sudden movements. We do not take a stand on which of these events are more relevant for studying “credit booms”.

Once we have identified the credit booms, we can classify them into bad or good depending on whether they are accompanied by a financial crisis in a neighborhood of three years of the end of the boom, or not, respectively.\textsuperscript{11} In our sample there are 47 crises identified by Laeven and Valencia (2012). Table 1 shows that 34 of those crises happened at the end of one of the 87 booms we have identified (hence we have 34 bad booms in the sample). There were eight crises that did not occur at the end of a boom (but occurred during a boom), and there were five crises that were not associated with any boom. So, there are good booms and bad booms, but also crises unrelated to the end of booms, or with no booms at all.

Figure C.1 in the Online Appendix shows good booms (light blue bars), bad booms (dark red bars) and crises (black dots) for each country in our sample. There is enormous heterogeneity, which we exploit next when comparing these different booms.

2.3. Properties of Good Booms and Bad Booms

In Table 2 we present summary statistics of a number of variables over different periods, which include total credit as a fraction of GDP, credit to households and to the corporate sector, TFP, patents, real GDP, investment, and labor productivity. Consistent with the technological change discussed in the Introduction the average length of a boom is about eleven years. The table also provides an overview of booms periods compared to non-boom periods and it compares booms that end with a crisis with booms that did not end in crises.\textsuperscript{12} The variable “Credit” is our main measure of

\begin{table}[h]
\centering
\begin{tabular}{|l|c|}
\hline
Number of crises occurring at the end of a boom & 34 \\
Number of crises occurring not at the end of a boom & 8 \\
Number of crises not associated with booms & 5 \\
Total number of crises in the sample & 47 \\
\hline
\end{tabular}
\caption{Financial crises in the sample.}
\end{table}

\textsuperscript{11} As dating the start is typically based on observing government actions it is difficult to precisely date crises, so we use a three year window. See Boyd et al. (2011). Our results are not significantly altered, however, if for example we look for crises within two years of the end of the boom.

\textsuperscript{12} The subsamples for crisis and non-crisis booms are small, as shown in Table 2, so there may be concerns about the power of the test. Resampling by randomly selecting pairs (a bootstrap) and repeating
TABLE 2. Descriptive statistics.

<table>
<thead>
<tr>
<th></th>
<th>Whole sample</th>
<th>Non-Booms</th>
<th>Booms with a crisis</th>
<th>Booms without a crisis</th>
<th>t-Stat for means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. credit growth (%)</td>
<td>3.83</td>
<td>-2.41</td>
<td>8.96</td>
<td>15.02</td>
<td>9.84</td>
</tr>
<tr>
<td>Avg. total Cr'd growth (%)</td>
<td>8.09</td>
<td>1.59</td>
<td>13.43</td>
<td>14.34</td>
<td>13.95</td>
</tr>
<tr>
<td>Avg. H’d Cr’d growth (%)</td>
<td>6.07</td>
<td>3.93</td>
<td>7.55</td>
<td>10.7</td>
<td>6.71</td>
</tr>
<tr>
<td>Avg. C’t Cr’d growth (%)</td>
<td>1.76</td>
<td>-0.83</td>
<td>3.58</td>
<td>6.39</td>
<td>3.57</td>
</tr>
<tr>
<td>Avg. TFP growth (%)</td>
<td>0.83</td>
<td>0.78</td>
<td>0.87</td>
<td>0.62</td>
<td>0.47</td>
</tr>
<tr>
<td>Avg. Pt Gnt’d growth (%)</td>
<td>3.87</td>
<td>3.72</td>
<td>3.99</td>
<td>0.10</td>
<td>2.33</td>
</tr>
<tr>
<td>Avg. rGDP growth (%)</td>
<td>2.56</td>
<td>2.29</td>
<td>2.78</td>
<td>3.08</td>
<td>2.40</td>
</tr>
<tr>
<td>Avg. INV growth (%)</td>
<td>1.48</td>
<td>1.08</td>
<td>1.79</td>
<td>2.19</td>
<td>1.67</td>
</tr>
<tr>
<td>Avg. LP growth (%)</td>
<td>2.52</td>
<td>2.45</td>
<td>2.57</td>
<td>0.72</td>
<td>2.06</td>
</tr>
<tr>
<td>Avg. duration (years)</td>
<td>10.68</td>
<td></td>
<td>11.76</td>
<td>9.98</td>
<td>0.93</td>
</tr>
<tr>
<td>Avg. time spent in boom</td>
<td>27.32</td>
<td></td>
<td>11.76</td>
<td>15.56</td>
<td></td>
</tr>
<tr>
<td>Number of booms</td>
<td>87</td>
<td></td>
<td>34</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td>Sample size (years)</td>
<td>1695</td>
<td>766</td>
<td>929</td>
<td>400</td>
<td>529</td>
</tr>
</tbody>
</table>

credit (granted to the private sector as a fraction of GDP) from the World Bank Macro Dataset; “Total Cr’d” is the growth in total credit (the numerator on “Credit”). “H’d Cr’d” refers to credit to the household sector from the BIS data; “C’t Cr’d” is credit granted to the corporate sector, also from BIS.13

Comparing boom periods to non-boom periods what stands out is that all measures of credit (the first four rows) are significantly larger during booms. Notice, however, that this result is not embedded in our construction of a credit boom, but still consistent with the general view that during booms credit is higher in average. The average change in capital expenditures (the variable “INV growth”) is significantly higher during booms compared to non-booms, consistent with investment booms coinciding with credit booms. Real GDP growth (rGDP) is also higher during booms as is credit both to the corporate sector and to households. Turning now to comparing good booms and bad booms, we see that the average growth in TFP and LP are significantly higher in good booms as compared to bad booms. Real GDP growth is also higher in good booms, but not investment nor credit.

Figure 1 shows the evolution of the average growth rates for TFP, LP, real GDP, and capital formation, around the initial stages of both good booms and bad booms.14 The figure shows that both types of credit booms start with a positive shock to productivity but then the paths of growth rates subsequently differ for good booms and bad booms. At the onset of credit booms (date 0 in the figure) TFP grows at 1.5% compared to an average of 1% in the previous three years for good booms and 1% versus an

the test shows that the null is rejected with more confidence, confirming that the differences in the data do indeed exist.


14. Figure C.2 in the Online Appendix shows the median growth rates for the same variables.
average of 0.2% for bad booms. For LP these differences are 3% versus an average of 2.05% for good booms and 1.7% versus an average of 1.6% for bad booms. In bad booms, however, the productivity growth rates remain lower and die off faster than in good booms (as do the growth rates for real GDP and capital formation). Panel (b) makes the point dramatically for labor productivity, which is measured with less error. In good booms LP growth is high and flat, whereas in bad booms it nose dives by the fourth year after the boom starts. These figures are stylized so next we confirm more systematically that the different patterns between good booms and bad booms suggested in panels (a) and (b) of Figure 1 are statistically significant.

We ask whether the changes in TFP and LP predict the type of boom, by running the following regression:

\[
Pr(BadBoom_{j,t} \mid Boom_{j,t}) = F_L(\alpha + \beta \Delta X_{j,t}),
\]

where \(F_L\) is the cumulative logistic function, \(F_L(z) = 1 / (1 + e^{-z})\), \(BadBoom_{j,t}\) represents a boom in country \(j\) at period \(t\) that has been identified as bad and \(\Delta X = \{\Delta TFP, \Delta LP\}\) is the change in the respective measure of productivity in country \(j\) between periods \(t - 1\) and period \(t\).
If the change in TFP, for example, is on average declining over the boom, then the coefficient on the prediction of bad booms should be negative, that is, a positive change in TFP is making the boom less likely to be a bad boom. We see exactly this pattern in Table 3, for both our measures of productivity change.

The marginal effect in the table shows the change in the probability of being in a bad boom given a change of one standard deviation in the relevant productivity growth variable. The first column of Table 3, for example, shows that, conditional on being in a boom, an increase of one standard deviation in TFP reduces the probability of being in a bad boom (a boom that will end in a crisis) by 6%.

How do credit booms start? This is a question so far unaddressed by the literature. The data suggest that there is a positive technology shock that triggers the start of a credit boom. Panels (a) and (b) in Figure 1 are also suggestive as they show the change in TFP and LP for the five years prior to the start of the boom are positive. We investigate this further by asking whether changes in TFP and LP predict the start of a boom, by running the following regression:

\[ Pr(Boom_{j,t}) = F_L(\alpha + \beta \Delta X_{j,t}), \]

where \( F_L \) is the cumulative logistic function, \( F_L(z) = 1/1 + e^{-z} \), \( Boom_{j,t} \) is an indicator variable for the year of the start of a boom in country \( j \) at period \( t \) and \( \Delta X = \{ \Delta TFP, \Delta LP \} \) is the change in the respective measure of productivity in country \( j \) at period \( t \). Table 4 shows that lagged changes of TFP are significant predictors of the start of a credit boom, on total credit but not on credit to households. This is not

---

15. As we run the regressions conditional on being in a boom, positive changes in productivity should predict good booms, and the coefficient should be the same but with the opposite sign.

16. Since introducing fixed effects into a logit model has well-known problems, such as the incidental parameter problem (see Arellano and Hahn 2007; Greene 2004), we also run a linear probability model (LPM) to assess the relevance of country fixed effects.

17. The marginal effects are the average change in the conditional expectation function implied by the model. See the discussion in Angrist and Pischke (2009).
TABLE 4. An increase in TFP predicts credit booms.

<table>
<thead>
<tr>
<th></th>
<th>TFP</th>
<th>LP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Credit</td>
<td>HH Credit</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$-2.97$</td>
<td>$-2.99$</td>
</tr>
<tr>
<td>$t$-Statistic</td>
<td>$-25.24$</td>
<td>$-18.31$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$5.27$</td>
<td>$2.50$</td>
</tr>
<tr>
<td>$t$-Statistic</td>
<td>$1.75$</td>
<td>$0.67$</td>
</tr>
<tr>
<td>Marginal</td>
<td>$0.01$</td>
<td>$0.01$</td>
</tr>
<tr>
<td>$N$</td>
<td>$1695$</td>
<td>$1367$</td>
</tr>
</tbody>
</table>

the case for labor productivity. In Appendix A we discuss in detail a famous case of a bad boom in the United States, the Roaring Twenties. This example describes the technological innovation that started at the beginning of that decade and gave rise to a boom, the variety of credit granted during the boom and how the decline or maturing of the technological innovation led up to the subsequent crisis.

2.4. The Effect of Productivity Growth on Crises

Now that we have characterized what happens at the onset and during these two types of booms, we turn to examining directly the effects of TFP and LP growth on the likelihood of a financial crisis. Recent studies, such as Jorda et al. (2011), have converged on the growth in credit as the key predictor of financial crises. We first verify that this is also true in our sample by examining how lagged measures of credit growth predict financial crises with a Logit model

$$Pr(Crisis_{j,t}) = F_L(\alpha + \beta \Delta \text{Cred}_{j,t-1}),$$

where $Pr(Crisis_{j,t})$ is the probability of a crisis at period $t$ in country $j$.

We follow the literature and examine two measures of lagged credit growth, the change in credit over the previous five years ($5Y$change) and the lagged five-year moving average of credit growth ($5Y$changeMA). The results, with and without country fixed effects, are shown in Table 5. Consistent with previous literature, the table shows that both measures of credit growth are significant predictors of the likelihood of a financial crisis, and that country fixed effects are not a critical determinant in this relation. The marginal effect in the table shows the change in the probability of a crisis given a change of one standard deviation in the credit. The first column, for example, shows that an increase of one standard deviation in the volume of lagged credit increases the probability of a crisis by 1%. This is an economically significant effect as well when considering that the unconditional probability of a crisis in the sample is 2.7% (46 crises in a sample of 34 countries and 50 years).

---

18. We show here the logit specification, but the same holds for LPM regressions.
We now turn to asking whether changes in TFP and LP during the boom, measured by the lagged five-year change and the lagged five-year moving average, reduce the likelihood of the boom ending in a financial crisis, as suggested by Figure 1:

$$Pr(Crisis_{j,t}) = F_L\left(\alpha + \beta \Delta Cred_{j,t-1} + \gamma \Delta X_{j,t-1}\right),$$

where $$\Delta X = \{\Delta TFP, \Delta LP\}$$.

The results are shown in Table 6. Growth in both TFP and LP mitigates the likelihood of a crisis, whereas credit growth remains statistical. To put this result in context, even though an increase of one standard deviation in credit over GDP increases the probability of a crisis by roughly 1%, if this increase is accompanied by a contemporaneous increase of one standard deviation in productivity the probability of a crisis also declines by roughly 1%, making the increase in credit relatively innocuous.
2.5. Types of Credit Granted During a Boom

What type of credit is being granted during a boom? Some have argued that housing credit, in particular mortgages, is the important component of credit booms that end in crises. See, for example, Leamer (2007), Jorda et al. (2014, 2015), Jorda et al. (2015), Mian and Sufi (2014), and Mian et al. (2016). We saw in Table 2 that investment booms (capital formation) tend to accompany credit booms so it seems that more is going on than just mortgage lending. Gourinchas et al. (2001), for example, also point out that lending booms are associated with domestic investment booms. In this section we explore this further.

The Bank for International Settlements (BIS) “Total Credit Statistics” provides data on credit to households and credit to corporations. This panel data is not as complete as our series “credit to the private sector” from the World Bank. In fact, it is quite sparse. Of our 34 countries only 23 have observations in this data set. Only one of the countries has data starting in 1960, only four have data that starts prior to 1970; and only eight countries have data starting prior to 1980. Table C.4 in the Online Appendix shows the coverage of the data sets.

Table 7 shows the correlations of the levels and changes. In the table “Credit” refers to credit to the private sector divided by GDP. Credit to the household sector (HHCredit) has a significant correlation of 0.83 with Credit and credit to corporations (CorpCredit) has a correlation of 0.71 with Credit (no surprisingly then the credit to households and corporations are also positively and significantly correlated). In other words, countries with a large fraction of credit of GDP have this credit flowing to both households and corporations. The table also shows these correlations for changes in credit. Even though all correlations are positive, the only statistically significant case is the correlation between Credit and CorpCredit, suggesting that it is the credit to corporations that commove more strongly with total credit.

Looking just at the two BIS series, Table 8 shows the mean difference between the amount of credit granted to households and credit granted (as a percent of GDP) to corporations during good and bad booms and also the differences in changes in credit

### Table 7. Correlation of credit with its components (levels and changes).

<table>
<thead>
<tr>
<th></th>
<th>CorpCredit</th>
<th>HHCredit</th>
<th>Credit</th>
</tr>
</thead>
<tbody>
<tr>
<td>CorpCredit</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HHCredit</td>
<td>0.596***</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>Credit</td>
<td>0.712***</td>
<td>0.830***</td>
<td>1.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>ΔCorpCredit</th>
<th>ΔHHCredit</th>
<th>ΔCredit</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔCorpCredit</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔHHCredit</td>
<td>0.018</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>ΔCredit</td>
<td>0.203***</td>
<td>0.063</td>
<td>1.000</td>
</tr>
</tbody>
</table>

***p < 0.001.
TABLE 8. Credit to households and corporations.

<table>
<thead>
<tr>
<th></th>
<th>Household</th>
<th>Corporate</th>
<th>t-Statistic for means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credit—Good booms</td>
<td>38.780</td>
<td>64.760</td>
<td>−9.44</td>
</tr>
<tr>
<td>Credit change—Good booms</td>
<td>0.085</td>
<td>0.036</td>
<td>4.38</td>
</tr>
<tr>
<td>Credit—Bad booms</td>
<td>60.803</td>
<td>88.980</td>
<td>−8.99</td>
</tr>
<tr>
<td>Credit change—Bad booms</td>
<td>0.067</td>
<td>0.036</td>
<td>4.48</td>
</tr>
</tbody>
</table>

TABLE 9. Descriptive statistics using credit to households.

<table>
<thead>
<tr>
<th></th>
<th>Whole sample</th>
<th>Non booms</th>
<th>Booms</th>
<th>t-Stat</th>
<th>Booms with a crisis</th>
<th>Booms without a crisis</th>
<th>t-Stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. TFP growth (%)</td>
<td>0.53</td>
<td>0.29</td>
<td>0.69</td>
<td>1.82</td>
<td>0.41</td>
<td>1.15</td>
<td>−2.65</td>
</tr>
<tr>
<td>Avg. Pt Gnt’d growth (%)</td>
<td>−0.81</td>
<td>−2.14</td>
<td>−0.00</td>
<td>0.72</td>
<td>2.76</td>
<td>−4.84</td>
<td>1.72</td>
</tr>
<tr>
<td>Avg. rGDP growth (%)</td>
<td>2.28</td>
<td>1.83</td>
<td>2.58</td>
<td>3.16</td>
<td>2.23</td>
<td>3.16</td>
<td>−2.91</td>
</tr>
<tr>
<td>Avg. INV growth (%)</td>
<td>1.87</td>
<td>1.60</td>
<td>2.04</td>
<td>0.89</td>
<td>1.92</td>
<td>2.24</td>
<td>−0.47</td>
</tr>
<tr>
<td>Avg. LP growth (%)</td>
<td>2.13</td>
<td>2.07</td>
<td>2.17</td>
<td>0.47</td>
<td>1.95</td>
<td>2.54</td>
<td>−2.09</td>
</tr>
<tr>
<td>Avg. duration (years)</td>
<td>11.53</td>
<td>13.41</td>
<td>9.40</td>
<td>14.13</td>
<td>9.40</td>
<td>15</td>
<td>1.61</td>
</tr>
<tr>
<td>Avg. time spent in boom</td>
<td>18.45</td>
<td>11.40</td>
<td>7.05</td>
<td>11.40</td>
<td>7.05</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Number of booms</td>
<td>610</td>
<td>241</td>
<td>369</td>
<td>228</td>
<td>141</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample size (years)</td>
<td>610</td>
<td>241</td>
<td>369</td>
<td>228</td>
<td>141</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

over the two types of booms. Although credit to corporations is always greater in levels than credit to households, in both types of booms, the increase in credit to households is larger than the increase in credit to corporations in both types of booms. This is consistent with investment booms occurring during both types of boom, as households have more access to credit to consume and corporations have more access to credit to invest and produce to cover the larger demand.

To get at this further, and to focus on credit to households, we repeat the analysis of the previous section using only HHCredit, in which case we get 32 booms, 17 of which ended in a crisis, compared to 87 booms in the full data set using total credit, of which 34 ended in a crisis. Of the 32 booms based on credit to households, 28 start within two years of the start of the booms defined previously.

Table 9 shows that over the booms defined with HHCredit, there is a significantly larger average TFP and LP growth in good booms relative to bad booms. However, unlike the large literature on growth in credit predicting crises, HHCredit growth does not predict crises (in a logit context, omitted here to save space).

During a credit boom, credit to households is highly correlated with other types of credit. Household credit does not seem to be divorced from the positive technology shock that starts the credit boom. Instead, household credit seems to be a part of the overall phenomenon, which responds to the technology shock and results in an investment boom. For our purposes it is not necessary, however, to take a strong stand on the possible separate role of household credit. Even though we will present a model...
based on credit to firms, in Appendix B we develop a model of credit to households and show that the forces and dynamics are the same.

2.6. Summary

We find interesting interactions between technology, credit booms, and financial crises at lower frequencies than are usually analyzed. Booms tend to start with a positive shock to productivity growth. Credit booms are eleven years long on average. Our finding that positive productivity shocks occur at the start of the boom has been already noted by economic historians and growth economists. Here we show that these technological revolutions and their posterior evolution can also play a critical role in shaping the cyclical properties and the recurrence of financial crises. Our novel finding concerns the productivity growth patterns over good booms and bad booms. Financial crises are prone to occur when technological change slows down subsequent to the technology shock, ending in a bad boom. So, the seeds of a financial crisis are planted many years before the actual event. We now turn to a model of booms and crises that captures and rationalizes these empirical findings.

3. The Model

In this section we first present the model (in Section 3.1), describe the timing and define the equilibrium (Section 3.2). In Section 3.3 we characterize the optimal type of loan for a single firm. Loans may be information-sensitive (IS), in which case information is produced about collateral quality, or information insensitive (II), simply based on beliefs about collateral quality, without information production. Finally, in Section 3.4 we construct the model’s counterparts to the macroeconomic variables analyzed in the empirical section, in particular productivity and credit.

3.1. Setting

Time is discrete and denoted by \( t \in \{0, 1, \ldots\} \). The economy is characterized by two overlapping generations—young and old—each with a mass 1 continuum of agents, and three types of goods—numeraire, land and labor. Each generation is risk neutral and derives utility from consuming numeraire at the end of each period. Numeraire is non-storable, productive and reproducible—it can be used to produce more numeraire, hence we denote it by \( K \). Land is storable, but non-productive and non-reproducible. Labor, which we denote by \( L \), is non-transferable and its use does not generate disutility.

---

19. Indeed, in the long-term, technology such as the steam locomotive, telegraph, electricity, or IT has played a central role in understanding growth (see Kendrick 1961; Abramovitz 1956; Gordon 2010; Shackleton 2013). Field (2010), studying the period 1890–2004 in the United States, argues that TFP growth rates are “consistent with a view that the arrival of economically important innovations may be quite discontinuous and cluster in particular epochs” (p. 329).
We interpret the young generation as households and the old generation as firms. Households have an inelastic fixed supply $\bar{L}$ of labor that they use to produce numeraire linearly and deterministically, $\bar{K} = \bar{L}$, at the beginning of the period. Firms have an inelastic fixed supply $L^*$ of labor that can be combined with numeraire in a stochastic production function that generates $\text{Amin} \{K, L \}$ with probability $q$ and nothing otherwise at the end of the period.

We assume that there is a limited supply of projects in the economy per period, also with mass 1. There are two types of projects that are available: a fraction $\psi$ has high probability of success, $q_H$, and the rest have a low probability of success, $q_L$. We assume all projects are efficient, that is, $q_HA > q_LA > 1$, which implies that it is optimal that households use all their labor in the project, $L = L^*$ and that use $K^* = L^*$ as the optimal scale of numeraire for all projects, independent of their quality $q \in \{q_L, q_H\}$.

We say a firm is active if it can obtain a loan in the credit market. We denote by $\eta$ the mass of active firms, which we will show later is endogenous to available credit in the economy. We assume that active firms are randomly assigned to a queue to choose their project. When a firm has its turn to choose its project according to its position in the queue, an active firm naturally picks the project with the highest $q$ among those remaining in the pool. This protocol induces an average productivity of projects among active firms, which we denote by $\hat{q}(\eta)$, that is, given by

$$\hat{q}(\eta|\psi) = \begin{cases} \psi \frac{q_H}{\eta} + \left(1 - \frac{\psi}{\eta}\right) q_L & \text{if } \eta < \psi, \\ \frac{\psi q_H}{\eta} & \text{if } \eta \geq \psi. \end{cases}$$

The average quality of projects in the economy depends on two factors—an exogenous fraction of good projects in the economy, $\psi$ and the endogenous fraction of operating projects, $\eta$.\(^{20}\)

We assume land is non-productive (does not participate in the project) but may have an intrinsic value. If land is “good”, it can deliver $C$ units of numeraire, but only once. If land is “bad”, it does not deliver anything. We assume a fraction $\hat{p}$ of land is good in every period.\(^{21}\) At the beginning of the period, different units of land $i$ can potentially be viewed differently, with respect to their type. We denote these beliefs that land is good $p_i$ and assume they are commonly known by all agents in the economy at the beginning of the period.

The land type can be privately observed (and certified) at the beginning of the period, at a cost $\gamma_i$ in units of numeraire by households (diverting its use from consumption) and/or at a cost $\gamma_b$ in units of labor by firms (diverting its use from production). We assume information (the certification) is private immediately after

---

20. The specific assumptions of a Leontief production function and the average productivity $\hat{q}(\eta)$ are useful to the analytical exposition of the model. The results hold as long as the projects have an optimal scale of operation and projects display decreasing marginal returns.

21. We abstract in this paper from a time varying quality of land, which we have explored in Gorton and Ordonez (2014).
being obtained and becomes public at the end of the period. Still, the agent can credibly disclose his private information (the certificate) immediately if it is beneficial to do so.

We can now point out two important differences with Gorton and Ordonez (2014). First, in that paper the quality of the projects, \( q \), is constant and crises are generated by exogenous shocks that reduce the average quality of collateral, \( \bar{\rho} \). In this paper, we maintain the average quality of collateral fixed while the average quality of projects \( \hat{q}(\eta|\psi) \) changes endogenously with changes in \( \eta \) or exogenously with changes in \( \psi \). Therefore, in contrast to Gorton and Ordonez (2014), the source of the shock that may induce a crisis here is in the production sector and it has an endogenous component that evolves with credit. Second, in that paper \( \gamma_b = \infty \). In this paper, when \( \gamma_b \) is sufficiently small there may be discontinuous drops in output during crises, which happen as the economy moves from a regime in which collateral is not investigated to a regime in which it is. These two additions combined allows us to capture a situation in which the fundamentals in the production sector moves continuously and endogenously as credit grows, but once it crosses a threshold those fundamentals may trigger a discontinuous change in credit and output.

In this simple setting, resources are in the wrong hands. At the beginning of the period households can produce numeraire whereas firms just have labor but not the numeraire essential to produce. We assume that \( \bar{K} > K^* \) and since production is efficient, if output was verifiable it would be possible for households to lend the optimal amount of numeraire \( K^* \) to firms using state-contingent claims. In what follows, however, we assume limited liability and an extreme financial friction—the information about the output of the project is private to the borrower and non-verifiable by the lender. In this case, firms would never repay and households would never be willing to lend against a promise based on numeraire that can be absconded.

Even though we will assume that firms can hide the numeraire, we will also assume that firms cannot hide land, which makes land useful as collateral and relax the financial friction. Firms can credibly promise to transfer a fraction of land to households in the event of not repaying numeraire, which relaxes the financing constraint from output non-verifiability. Hence, since land can be transferred across generations, when young agents use the numeraire they have produced to buy land, which is then useful as collateral to borrow and to produce when they become old. For this transfer of land to be feasible we further assume \( \bar{K} > C \).

The perception about the quality of collateral then becomes critical in facilitating loans. We further assume that \( C > K^* \) so that land that is known to be good can sustain the optimal loan, \( K^* \). Contrarily, land that is known to be bad is not able to sustain any loan. We refer to firms that have land with a positive probability of being good (\( p > 0 \)) as active firms, our parameter \( \eta \), since in contrast to firms that are known to hold bad land, they can actively raise funds to start their projects.\(^{22}\)

\(^{22}\) The assumption that active firms are those for whom \( p > 0 \) is just imposed for simplicity, and is clearly not restrictive. If we add a fixed cost of operation, then it would be necessary a minimum amount
**Remark on the Interpretation of Collateral.** For simplicity we abstract from including financial intermediaries in the model and instead we have households lending directly to firms. The debt we have in mind is short-term debt like repurchase agreements (“repo”) or other money market instruments. In these cases, the collateral is either a specific bond or a portfolio of bonds and loans. Here we have called to collateral “land”, but realistically we have in mind a mortgage-backed security or asset-backed security, securities are hard to value. This type of security does not trade in centralized markets where prices are observable. But, we can also think of the debt as longer term. For example, Chaney et al. (2012) show that firms, in fact, use land holdings as the basis for borrowing.\(^{23}\)

### 3.2. Timing and Equilibrium

We have discussed the environment, preferences, technologies, and information structures. Here we discuss the timing in a single period and define the equilibrium.

**Beginning of the Period: Market for Loans.** At the beginning of the period, households produce \(\vec{K}\). Then there is random matching between one household (lender) and one firm (borrower). Both the lender and borrower know the probability \(p\) that the land owned by the borrower is good. The borrower knows the quality of its project \(q\), but the lender only knows \(q(\eta)\). The borrower makes a take-it-or-leave-it offer for a loan that specifies the size of the loan \(K\), the face value \(R\) and the fraction of collateral that should be transferred to the household in case of default \(x\). The borrower also specifies whether the lender (\(I\)) or borrower (\(B\)) should acquire information (an information-sensitive loan, denoted \(IS\)) or not (an information-insensitive loan, denoted \(II\)). The lender either accepts or reject the offer.

**End of the Period: Market for Land.** At the end of a period, firms produce and fulfill the loan contracts. All information generated about the land (even that privately generated) gets revealed. The household (buyer) makes a take-it-or-leave-it offer for the land that specifies the price that the household is willing to pay to the firm (seller) in terms of numeraire good. The seller either accepts or reject the offer.

**Between Periods.** There are idiosyncratic mean reverting shocks to the type of land. First, we assume these shocks are observable but their realization is not, unless information is produced. Second, we assume that the probability that land faces an idiosyncratic shock is \((1 - \lambda)\), independent of the land type. Finally, we assume the probability that a unit of land becomes good, conditional on having an idiosyncratic shock is \((\lambda)\), of funding to operate, and firms having collateral with small but strictly positive beliefs \(p\) would not be active either.

\(^{23}\) Firms use their land as pledgeable assets for borrowing. In 1993, 59% of U.S. firms reported landholdings and of those holding land, the value of the real estate accounted for 19% of their market value. Also, see Gan (2007) and Chaney et al. (2012).
shock is \( \hat{p} \), also independent of the land type. These three assumptions are just imposed to simplify the exposition. The main results of the paper are robust to different processes, as long as there is mean reversion of the collateral type.

**Equilibrium.** The markets for loans and land operate separately and periods are just linked by the evolution of land beliefs across periods. Borrowers choose the loan contract type \( (i \in \{ IS^1, IS^b, II \} \) and \( K_i, R_i \) and \( x_i \) to maximize expected profits conditional on the lender accepting the offer (participation constraint), the borrower repays when the project succeeds and defaults when the project fails (truth-telling constraint) and there are no private incentives to acquire information in the information-insensitive contract (incentive-compatibility constraint). The buyer also has to choose the offer to buy land conditional on the seller accepting the offer.

We have set up the market for land so that the price is \( p \), the lowest price the buyer can offer to satisfy the seller’s participation constraint. As both agree about \( p \) at the end of the period, this price just represents the fundamental expected value of land.24 As the buyer makes the take-it-or-leave offer, it does not compensate the seller for the expected value that the unit of land has as collateral for the buyer in the next period. In the next section we focus on the market for loans and its information generation.

### 3.3. Optimal Loan for a Single Firm

We first study the optimal short-term collateralized debt for a single firm with a project that has a probability of success \( q \), with a unit of land that is good with probability \( p \), and when there is a total mass of active firms \( \eta \). Loans that trigger information production (information-sensitive debt) are costly—either borrowers acquire information at a cost \( \gamma_b \) or have to compensate lenders for their information cost \( \gamma_l \). Loans that do not trigger information production (information-insensitive debt), however, may not be feasible as they introduce a fear for asymmetric information—they introduce incentives for either the borrower or the lender to deviate and acquire information privately to take advantage of its counterparty. The magnitude of this fear determines the level of debt that can be information-insensitive and, ultimately, the volume and dynamics of information in the economy.

#### 3.3.1. Information-Sensitive Debt (IS).

Lenders can learn the true value of the borrower’s land by using \( \gamma_l \) of numeraire. Borrowers can learn the true value of their own land by using \( \gamma_b \) of labor, leaving only \( L^* - \gamma_b \) to be used in the project, which would generate \( \text{Amin} \{ K, L^* - \gamma_b \} \) in case of success (with probability \( q \)), and 0 otherwise.

---

24. To guarantee that all land is traded, buyers of good collateral should be willing to pay \( C \) for good land even when facing the probability that land may become bad next period, with probability \( (1 - \lambda) \). The sufficient condition is given by enough persistence of collateral such that \( \lambda K^*(\hat{g}(1)A - 1) > (1 - \lambda)C \). Furthermore they should have enough resources to buy good collateral, this is, \( \hat{K} > C \).
If the contract specifies that the lender acquires information, as they are risk neutral, their zero profit condition is
\[ p[\hat{q}(\eta)R_{IS}^l + (1 - \hat{q}(\eta))x_{IS}^lC] = pK_{IS}^l + \gamma_l. \]
Conditional on the collateral being bad it is not feasible to sustain a loan and conditional on the collateral being good the loan is of optimal size, \( K_{IS}^l = K^* \). The truth-telling constraint is \( R_{IS}^l = x_{IS}^lC \). Otherwise, if \( R_{IS}^l > x_{IS}^lC \), firms always default, handing over the collateral rather than repaying the debt. Contrarily, if \( R_{IS}^l < x_{IS}^lC \) firms always sell the collateral directly at a price \( C \) and repay lenders \( R_{IS}^l \). This pins down the fraction of collateral posted by a firm, which is a function of \( p \) and independent of \( q \):
\[ R_{IS}^l = x_{IS}^lC \quad \Rightarrow \quad x_{IS}^l = \frac{pK^* + \gamma_l}{pC} \leq 1. \]
Note that, since the fraction of land posted as collateral does not depend on \( q \), firms cannot signal their \( q \) by posting a different fraction of land as collateral (or similarly, by offering to pay a different rate). Intuitively, since collateral completely prevents default, the loan cannot be used to signal the probability of default.

Expected total consumption for firms is \( pC + p(qAK^* - x_{IS}^lC) \). Substituting \( x_{IS}^l \) in equilibrium, expected net profits (net of the land value \( pC \) from the first term) from information-sensitive debt, conditional on lenders acquiring information, are simply
\[ E(\pi | p, q, IS^l) = \max \{ pK^*(qA - 1) - \gamma_l, 0 \}. \]
Intuitively, with probability \( p \) collateral is good and sustains \( K^*(qA - 1) \) numeraire in expectation and with probability \( (1 - p) \) collateral is bad and does not sustain any borrowing. The firm always has to compensate lenders for not consuming \( \gamma_l \).

Similarly, we can compute these expected net profits in the case borrowers acquire information directly at a cost \( \gamma_b \) in terms of labor. Lenders participation constraint binds when
\[ \hat{q}(\eta)R_{IS}^b + (1 - \hat{q}(\eta))x_{IS}^bC - K_{IS}^b = 0. \]
Regardless of what the borrower finds, the firm will only have \( L^* - \gamma_b \) labor remaining for use in the project. If the borrower finds out that the land is good he will then just borrow \( K_{IS}^b = K^* - \gamma_b \) to operate at the, now lower, optimal scale.

The truth-telling constraint is \( R_{IS}^b = x_{IS}^bC \) and \( x_{IS}^b = K^* - \gamma_b/C \). Ex ante expected total consumption for the borrower is \( pC + p(qA(K^* - \gamma_b) - x_{IS}^bC) \). Substituting \( x_{IS}^b \) in equilibrium, expected net profits (again net of the land value \( pC \)) are
\[ E(\pi | p, q, IS^b) = \max \{ p(K^* - \gamma_b)(qA - 1), 0 \}. \]

25. Risk neutrality is without loss of generality because we will show that information-sensitive debt is risk-free. Perfect competition can be simply rationalized by assuming that only a fraction of firms have skills \( L^* \), then there would exist more lenders offering loans than borrowers requiring loans.
Putting these two possibilities together, expected profits from information-sensitive debt effectively are

\[
E(\pi | p, q, IS) = \max \left\{ pK^* (qA - 1) - \gamma, 0 \right\}
\]

(3)

with \( \gamma \equiv \min \{\gamma_l, \gamma_b p(qA - 1)\} \).

In the case of using an information-sensitive loan, firms choose to produce information if \( \gamma_b p(qA - 1) < \gamma_l \), and prefer that lenders produce information otherwise. When lenders produce information, borrowers compensate them for not consuming \( \gamma_l \). When borrowers produce information, they divert resources away from the project, which is costly, only if they find out the land is good (with probability \( p \)) and cannot use \( \gamma_b \) managerial skills for production. In Figure 2 we show the expected information-sensitive loan for the case in which \( \gamma_b p(qA - 1) < \gamma_l \) for all \( p \). As can be seen the expected loan is increasing in \( p \) as the project is less likely to be financed when the collateral is less likely to be good, and it is always below the optimal loan size, \( K^* \), as labor is inefficiently wasted in monitoring the quality of land.26

3.3.2. Information-Insensitive Debt (II). Another possibility for firms is to borrow such that there is no information acquisition. In this case, lenders’ participation constraint binds when

\[
\hat{q}(\eta) R_{II} + (1 - \hat{q}(\eta)) p x_{II} C = K,
\]

26. If \( \gamma_b p(qA - 1) > \gamma_l \), the figure is identical but the dotted line intercepts the horizontal axis at \( p > 0 \). See Gorton and Ordonez (2014).
and subject to the truth-telling constraint, \( R_{II} = x_{II}pC \) we obtain,
\[
x_{II} = \frac{K}{pC} \leq 1.
\]

For this contract to be information-insensitive (II), we have to guarantee that neither lenders nor borrowers have incentives to deviate and check the value of collateral privately. Lenders want to deviate because they can lend at beneficial contract provisions if the collateral is good, and not lend at all if the collateral is bad. Borrowers want to deviate because they can borrow at beneficial contract provisions if the collateral is bad and renegotiate even better conditions if the collateral is good.

Lenders want to deviate if the expected gains from acquiring information, evaluated at \( x_{II} \) and \( R_{II} \), are greater than the private losses, \( \gamma_l \), from acquiring information,
\[
p[\hat{q}(\eta)R_{II} + (1 - \hat{q}(\eta))x_{II}C - K] > \gamma_l \quad \Rightarrow \quad (1 - p)(1 - \hat{q}(\eta))K > \gamma_l.
\]

More specifically, lenders’ benefits of acquiring information come from not lending when the collateral is bad and making profits in expectation from lending when the collateral is good. In this last case, if there is default, which occurs with probability \( (1 - \hat{q}(\eta)) \), the lender can sell collateral that was obtained at \( px_{II}C = K \) at a price \( x_{II}C \), making a net gain of \( (1 - p)x_{II}C = (1 - p)\frac{K}{p} \). The condition that guarantees that lenders do not want to produce information when facing information-insensitive debt can then be expressed in terms of the loan size,
\[
K < \frac{\gamma_l}{(1 - p)(1 - \hat{q}(\eta))}.
\]

Note that this condition for no information acquisition by lenders depends on the lenders’ expected probability of success, \( \hat{q}(\eta) \). This is central to the dynamics we will discuss subsequently.

Loans will never be larger than \( K^* \) (as the optimal size of the project is \( L^* \)) and the lender will never lend more than \( pC \), which is the expected value of the whole unit of land. Given these two “technological” restrictions and the informational restriction from equation (4), information-insensitive loans are such that
\[
K < K^l(p\hat{q}(\eta), II) \equiv \min \left\{ K^*, \frac{\gamma_l}{(1 - p)(1 - \hat{q}(\eta))}, pC \right\}.
\]

As depicted in Figure 3, the region of information-insensitive debt that does not induce lenders to privately deviate and acquire information is the one under the blue solid curve.

Similarly, borrowers want to deviate if the expected gains from acquiring information, evaluated at \( x_{II} \) and \( R_{II} \), are greater than the losses \( \gamma_b \) from acquiring information. Specifically, if borrowers acquire information, their expected benefits are \( p(K^* - \gamma_b)(qA - 1) + (1 - p)\min \{ K, K^* - \gamma_b \}(qA - 1) \). With probability \( p \) land is good and the firm borrows \( K^* - \gamma_b \) as there are only \( L^* - \gamma_b \) managerial skills remaining. With probability \( 1 - p \) land is bad and the firm borrows the minimum between the original contract \( K \) or the optimum conditional on having used managerial
FIGURE 3. Expected loan size with information-insensitive debt.

skills to acquire information, $K^* - \gamma_b$. If borrowers do not acquire information, their benefits are $K(qA - 1)$. Hence borrowers do not acquire information if

$$p(K^* - \gamma_b)(qA - 1) + (1 - p) \min\{K, K^* - \gamma_b\}(qA - 1) < K(qA - 1).$$

The condition that guarantees that borrowers do not want to produce information under information-insensitive debt can also be expressed in terms of the loan size,

$$K > K^b(p|\hat{q}(\eta), II) \equiv K^* - \gamma_b. \quad (6)$$

As depicted in Figure 3, the region of information-insensitive debt that does not induce borrowers to privately deviate and acquire information is the one above the red dotted line.

Combining the two conditions (5) and (6), information-insensitive debt is feasible only when the loan is both above the red dotted line in Figure 3 (to avoid information acquisition by borrowers) and below the blue solid line (to avoid information acquisition by lenders). In other words, information-insensitive debt is feasible only for relatively high beliefs $p > p^*$, where the threshold $p^*$ is given by the point in which $K^l(p^*) = K^h(p^*)$ from equations (5) and (6). Then

$$p^* = \max \left\{1 - \frac{\gamma_i}{(K^* - \gamma_b)(1 - \hat{q}(\eta))}, \frac{K^* - \gamma_b}{C} \right\}. \quad (7)$$

It is clear from inspecting equation (7) that the information-insensitive debt region widens with information costs ($p^*$ decreases with $\gamma_b$ and $\gamma_i$) and shrinks with the mass...
of active firms \((p^* \text{ increases with } \eta \text{ since } \eta \text{ reduces } \hat{q})\). This is summarized in the next Lemma.

**Lemma 1.** The cutoff \(p^*\) is monotonically decreasing in \(\gamma_b\) and \(\gamma_l\) and increasing in \(\eta\).

The optimal loan \(K^*\) is feasible under information-insensitive debt when \(p > p^H\), where the threshold \(p^H\) is given by the point in which

\[
\frac{\gamma_l}{(1 - p^H)(1 - \hat{q}(\eta))} = K^*
\]

from equation (5). Then

\[
p^H = 1 - \frac{\gamma_l}{K^*(1 - \hat{q}(\eta))}.
\]  

Finally, and just for completeness, the threshold \(p_L\) is given by the point in which

\[
\frac{\gamma_l}{(1 - p^L)(1 - \hat{q}(\eta))} = p^LC
\]

from equation (5). Then

\[
p^L = \frac{1}{2} - \sqrt{\frac{1}{4} - \frac{\gamma_l}{C(1 - \hat{q}(\eta))}}.
\]  

3.3.3. Loans With or Without Information Production? Figure 4 shows the ex ante expected profits in both regimes (information-sensitive and information-insensitive debt) for a firm with private information about its own probability of success \(q\), net of the expected value of land assuming \(\gamma_b(qHA - 1) \leq \gamma_l\) (this is, even firms with \(p = 1\) and \(q = q_H\) acquire information at a lower cost that lenders).

We can summarize the expected loan sizes for different beliefs \(p\), graphically represented with a wide black discontinuous function in Figure 4, by

\[
K(p|\hat{q}(\eta)) = \begin{cases} 
K^* & \text{if } p^H < p, \\
\frac{\gamma_l}{(1 - p)(1 - \hat{q}(\eta))} & \text{if } p^* < p < p^H, \\
\frac{p(K^* - \gamma_b)}{p^L} & \text{if } p < p^*.
\end{cases}
\]  

It is interesting to highlight at this point that collateral with large \(\gamma_b\) and \(\gamma_l\) allows for more borrowing, since information production is discouraged, and both the optimality and feasibility of information-insensitive debt increase.

---

27. The positive root for the solution of \(pC = \gamma/(1 - p)(1 - q)\) is irrelevant since it is greater than \(p^H\), and then it is not binding given all firms with collateral that is good with probability \(p > p^H\) can borrow the optimal level of capital \(K^*\) without triggering information acquisition.

28. The case for which \(\gamma_l < \gamma, p(qA - 1)\) is extensively studied in Gorton and Ordonez (2014), where we assume \(\gamma_b = \infty\).

29. “Large \(\gamma\)” would correspond, for example, to complex securitization tranches.
Notice that, as the mass of active firms, $\eta$, increases, there is a reduction of the probability of success, $\hat{q}(\eta)$. This has three effects that induces less credit in the economy. First, the information-insensitive region where firms can obtain the optimal loan size (the first range) shrinks, as $p_H$ decreases with $\hat{q}(\eta)$. Second, the loan size in the information-insensitive region that is binding by information acquisition (the second range) declines. Finally, the information-sensitive region (the third range) widens, as $p^{*}$ decreases with $\hat{q}(\eta)$.

We can now be more precise about the effects of the two main differences with the setting of Gorton and Ordonez (2014). First, in that paper we assume that $\gamma_b = \infty$, which means that the constraint represented by the dotted red line is never binding, and then output does not change discontinuously at $p^{*}$. Second, although Gorton and Ordonez (2014) study the effects of moving the average quality of collateral $\hat{\rho}$ over the horizontal line, here we focus on changes in the average quality of projects $\hat{q}$ that move the solid blue curve, then affecting the threshold $p^{*}$ at which regimes change. In other words, although Gorton and Ordonez (2014) focus on exogenous changes in $\hat{\rho}$ around $p^{*}$, here we focus on endogenous change in $p^{*}$ around $\hat{\rho}$.

**Remark on Adverse Selection.** In our setting adverse selection never arises in equilibrium. The switch from an information-sensitive contract, with symmetric information, to an information-insensitive contract, with symmetric ignorance, is however triggered by the threat of adverse selection. This is an important difference compared with a large body of literature that relies on the preexistence (and sometimes exacerbation) of adverse selection to discuss crises (see e.g. Kurlat 2013; Bigio 2015). In our economy adverse selection appears as an off-equilibrium possibility that puts
limits on contracts based on symmetric ignorance, potentially leading to the inferior alternative of symmetric information when adverse selection becomes too big of a threat.

3.4. Aggregation, Productivity and Credit

The previous analysis was based on the markets for loans and land for a single match of a household (young agent) and a firm (old agent) in a given period \( t \). Now we can aggregate the results to construct the model’s counterparts of the main macro variables we analyzed in the data.

The total output of households in every period \( t \) is \( Y_h = \bar{K} \), just generated using a constant amount of labor \( L_h = \bar{L} \).

The total net output (after deducting the use of intermediate inputs) of a single firm that has land of quality \( p \), conditional on \( \eta_t \) active firms operating in the economy, is \( Y_f = K(p|\hat{q}(\eta_t))\hat{q}(\eta_t)A - 1) \), where \( K(p|\hat{q}(\eta_t)) \) is the credit obtained by the firm according to equation (10). Thus, aggregating, total credit in the economy is

\[
Cr_t(\hat{q}(\eta_t)) = \int_0^1 K(p|\hat{q}(\eta_t))f_t(p)dp,
\]

where \( f_t(p) \) is the distribution of beliefs about collateral types in period \( t \). Given the Leontief production function, the total labor used in firms’ production is given by \( L_f = Cr_t(\hat{q}(\eta_t)) \).

Summing over the net output of all households and firms, GDP in our model is

\[
Y_t = \bar{K} + Cr_t(\hat{q}(\eta_t))\hat{q}(\eta_t)A - 1). \tag{11}
\]

Agents are risk-neutral, so welfare is just given by aggregate consumption. The numeraire consumption good is perishable, so there is no intertemporal reallocation and then total welfare is just total output, \( W_t = Y_t \). As a benchmark, note that in the unconstrained first best (the case in which output were verifiable, for example) all firms are active (i.e., \( \eta = 1 \)), and operate with \( K^* = L^* \), regardless of beliefs \( p \) about the collateral. This implies that the unconstrained first-best aggregate consumption (and output) can be defined as

\[
W^* = \bar{K} + K^*(\hat{q}(1)A - 1). \tag{12}
\]

Since collateral with relatively low \( p \) is not able to sustain loans of \( K^* \), the deviation of consumption from the unconstrained first best critically depends on the distribution of beliefs \( p \) in the economy. When this distribution is biased toward low perceptions of collateral values, financial constraints hinder the productive capacity of the economy. This distribution also introduces heterogeneity in production, purely given by heterogeneity in collateral and financial constraints, not by heterogeneity in technological possibilities.

In the data section we focused on studying the relationship between the growth rates of credit over GDP, TFP, and labor productivity. To construct the model’s counterparts of these growth rates (that we generically denote by \( g \) in what follows) we first compute...
the growth rate of total output,

\[ g_Y = Y_h \frac{g_Y}{Y} + Y_f g_C r + Y_f \left[ \frac{\hat{q} A C r}{Y_f} (g_A + g + \frac{(q A - 1) \hat{q} C r}{\hat{q} g_A}) \right]. \]

Defining \( w_f = Y_f / Y \) as the share of firms’ output of total output and recalling that \( L_h = \bar{K} \) and \( L_f = Cr(\hat{q}) \) are the measured labor inputs in the household and firm sectors respectively, we can obtain the Solow residuals as

\[ g_{TFP} = g_Y - (1 - w_f) g_{\bar{K}} - w_f g_{Cr}, \]

which can be further rewritten as

\[ g_{TFP} = w_f \left[ \frac{\hat{q} A}{(\hat{q} A - 1)} g_A + \left( \frac{\hat{q} A}{(\hat{q} A - 1)} + \varepsilon_{Cr, \hat{q}} \right) (\varepsilon_{\hat{q}, \psi} g_{\psi} + \varepsilon_{\hat{q}, \eta} g_{\eta}) \right], \quad (13) \]

where \( \varepsilon_{Cr, \hat{q}} > 0 \) is the elasticity of total credit to the average probability of success in the economy, \( \varepsilon_{\hat{q}, \psi} > 0 \) is the elasticity of the average probability of success to the exogenous shock \( \psi \) and \( \varepsilon_{\hat{q}, \eta} < 0 \) is the elasticity of the average probability of success to the endogenous mass of active firms \( \eta \). Notice that there are two sources of exogenous shocks to TFP growth: \( \psi \) increases the probability of success of firms’ projects and \( A \) increases output conditional on success. There is also an endogenous source of TFP decline, \( \eta \), which evolves with total credit in the economy.

In our setting labor productivity (LP) growth is identical to TFP growth. The reason is that \( g_{LP} = g_Y - g_L \), where \( g_L = (1 - w_f) g_{L_h} + w_f g_{L_f} \). Since \( L_h = \bar{K} \) and \( L_f = C r \), the result follows.

Finally, the growth rate of credit over GDP is simply defined by \( g_{Cr/GDP} = g_{Cr} - g_Y \). Since \( g_{\bar{K}} = 0 \), then \( g_{Cr/GDP} = (1 - w_f) g_{Cr} - g_{TFP} \).

In the model, the state variable that evolves over time is the distribution of beliefs, \( f(p) \), which affects the fraction of operating firms \( \eta \) and then the total credit in the economy, \( C r(\hat{q}(\eta_t)) \). In the next section we study how an economy that does not replenish information each period experiences a clustering of \( q \) values at the mean \( \hat{p} \), which increases \( \eta \). The increase in \( \eta \) reduces total factor and labor productivity (if not compensated for by exogenous changes in \( \psi \) or \( A \)), which reduces output for a level of credit, increasing the ratio of credit to GDP. At the same time, the increase in \( \eta \) has a first order effect on increasing credit. Even though more credit also generates more output, the ratio of credit over GDP increases because the output of households does not change with credit. In the next Section we study the intricate dynamics (and potential for completely endogenous cycles) of credit, productivity and production.

4. Model Dynamics

We now assume that each unit of land changes quality over time, mean reverting toward the average quality of land in the economy. We study how endogenous information acquisition shapes the distribution of beliefs over time, characterize the three possible
stationary distributions and discuss the evolution of credit, productivity and production during transitions between these stationary distributions.

With the simple stochastic process for idiosyncratic shocks described in the timing of our model, the belief distribution has a three-point support: 0, \( \hat{p} \) and 1. Since firms holding land that is known to be bad (\( p = 0 \)) are inactive, the mass \( \eta \) of active firms is the fraction of firms with beliefs \( \hat{p} \) and 1. Then \( \eta = f(\hat{p}) + f(1) \).

4.1. Stationary Equilibria

Here we study the possible steady states as a function of the fraction of high quality projects, \( \psi \), in the economy. We first define three critical levels of \( \psi \) to characterize three possible steady states.

First, we will now introduce definitions that allow to characterize stationary equilibria. Define first \( \chi \equiv \lambda \hat{p} + (1 - \lambda) \) a benchmark parameter that represents the lowest possible fraction of active firms after a single round of idiosyncratic shocks starting from a situation in which all land types are known: a fraction \( \lambda \) of the \( \hat{p} \) of firms that were known to have a good collateral remains so (then having beliefs \( p = 1 > 0 \)), whereas a fraction \( (1 - \lambda) \) of all collateral suffers the shock and their perceived quality, absent information acquisition, is \( \hat{p} > 0 \). These are then active firms.

Fix the average quality of land, \( \hat{p} \). Assuming \( \chi \) average productivity is

\[
\tilde{q}(\chi|\psi) = \frac{\psi}{\chi} q_H + \left(1 - \frac{\psi}{\chi}\right) q_L
\]

and from equation (7) there is a technology level \( \psi \) such that \( \hat{p} = p^*(\tilde{q}(\chi|\psi)) \). Assuming now \( \eta = 1 \) (all firms are active) average productivity is \( \tilde{q}(1|\psi) = \psi q_H + (1 - \psi) q_L \) and from equation (7) there is technology level \( \bar{\psi} \) such that \( \hat{p} = p^*(\tilde{q}(1|\bar{\psi})) \). Finally, when \( \eta = 1 \), from equation (8) there is also a technology level \( \bar{\psi}^H \) such that \( \hat{p} = p^H(\tilde{q}(1|\bar{\psi}^H)) \).

The next Lemma shows the relation between \( \bar{\psi} \), \( \bar{\psi} \), and \( \bar{\psi}^H \).

**Lemma 2.** \( \psi < \bar{\psi} < \bar{\psi}^H \).

**Proof.** By construction \( \hat{p} = p^*(\tilde{q}(\chi|\psi)) = p^*(\tilde{q}(1|\bar{\psi})) \). Using equation (7), fixing all other parameters, \( \tilde{q}(\chi|\psi) = \tilde{q}(1|\bar{\psi}) \). Then \( \psi = \chi \bar{\psi} \) and the first inequality follows as \( \chi < 1 \). The second inequality arises because \( p^* < p^H \) for all \( \tilde{q} \), \( p^H \) is decreasing in \( \tilde{q} \) and \( \tilde{q} \) is increasing in \( \psi \). \( \square \)

The next three propositions characterize the stationary equilibrium of the economy in three regions of \( \psi \), low technology (\( \psi < \bar{\psi} \)), intermediate technology (\( \psi \in [\bar{\psi}, \bar{\psi}^H] \)) and high technology (\( \psi > \bar{\psi}^H \)).

**Proposition 1** (Low Technology: Symmetric Information—Low Steady Consumption). If \( \psi < \bar{\psi} \), the steady state is characterized by information repeated acquisition about collateral and constant consumption in every period at

\[
\bar{W}(\hat{p}) = \bar{K} + \hat{p}(K^* - \gamma_b(1 - \lambda))(\tilde{q}(\hat{p})A - 1) < W^*.
\]
Proof. In this case, as \( \psi < \eta \) then \( \hat{\rho} < p^*(\hat{q}(\eta|\psi)) \). Assuming an \( \eta \geq \chi \), then \( p^*(\hat{q}(\eta|\psi)) \geq p^*(\hat{q}(\chi|\psi)) \) and \( \hat{\rho} \) is always in the region where information-insensitive debt is not feasible. This implies that in the steady state there is always information acquisition and in every period \( f(1) = \lambda \hat{\rho}, f(\hat{\rho}) = (1 - \lambda) \) and \( f(0) = \lambda (1 - \hat{\rho}) \). Since

\[
W_t^{IS} = \bar{W}(\hat{\rho}) = K + [\lambda \hat{\rho}K(1) + (1 - \lambda) K(\hat{\rho})] (\hat{q}(\hat{\rho})A - 1),
\]
as \( K(0) = 0, K(1) = K^* \) and \( K(\hat{\rho}) = \hat{\rho}(K^* - \gamma_b) \). Then consumption is constant at the level at which information is reacquired every period (equation (14)), which is less than the optimal consumption from equation (12). The economy remains in the symmetric information regime. \( \square \)

In words, when the technology is poor and the probability of default is large there are high incentives for information acquisition about the collateral, even when there are few active firms. The steady state is characterized by a continuous renewal of information in the economy. In this case, as long as exogenous shocks are absent, the economy does not face any fluctuations and consumption remains below its potential.

We say that there are “information cycles” if the economy fluctuates between booms with no information acquisition and crashes with information acquisition. The next Proposition shows this is the case when there is an intermediate technological level, that is \( \psi \in [\bar{\psi}, \tilde{\psi}] \)

**Proposition 2 (Intermediate Technology: Information Cycles—Sequence of Bad Booms).** If \( \psi \in [\bar{\psi}, \tilde{\psi}] \) there is a deterministic length of the boom \( t^*(\psi) \) at the end of which credit and consumption crashes to the symmetric information consumption, restarting the cycle. Furthermore \( t^*(\psi) \) is increasing in \( \psi \) (the better the technology in this range, the longer the boom before it crashes).

Proof. In this case, as \( \psi \in [\bar{\psi}, \tilde{\psi}] \) then \( \hat{\rho} \geq p^*(\hat{q}(\chi|\psi)) \) and \( \hat{\rho} \leq p^*(\hat{q}(1|\psi)) \). Assume \( \eta_1 = \chi \), and there are no incentives to acquire information about the collateral with beliefs \( \hat{\rho} \). Then there is no information acquisition in the first period. In the second period, \( f(1) = \lambda^2 \hat{\rho} \) and \( f(\hat{\rho}) = (1 - \lambda^2) \), implying that \( \eta_2 > \eta_1 \), which implies that \( \hat{q}(\eta_2) \leq \hat{q}(\eta_1) \) and \( p^*(\hat{q}(\eta_2)) \geq p^*(\hat{q}(\eta_1)) \).

Repeating this reasoning over time, information-insensitive loans become infeasible when \( \eta_1 \) is such that \( \hat{\rho} = p^*(\hat{q}(\eta_1)) \). We know there is such a point because in this region \( \hat{\rho} \leq p^*(\hat{q}(1|\psi)) \). As \( W_t^{II} > W_0^{II} \), the change in regime implies a crash. This crash is larger, the longer and larger the preceding boom.

Furthermore, as \( \hat{\rho} \) is given, then

\[
\hat{q}(\eta_1) = \frac{\psi}{\eta_1} q_H + \left(1 - \frac{\psi}{\eta_1}\right) q_L
\]
is also given. The larger is \( \psi \) the higher is \( \eta_1 \) and the larger \( t^*(\psi) \), which is the length of the boom. \( \square \)

The intuition for information cycles is the following. In a situation of symmetric information, in which only a fraction \( \hat{\rho} \) of firms get financing, the quality of projects
in the economy, in terms of their probability of success, is relatively high and there are no incentives to acquire information about collateral, and a credit boom starts. As the boom evolves over time, information decays, more firms are financed and the average quality of projects decline.

The reduction in projects’ quality increases both the probability of default in the economy and the incentives for information acquisition. At some point, when the credit boom is large enough, default rates are also large and may induce information acquisition—a change in regime from symmetric ignorance to symmetric information. A crash is characterized by only a fraction \( \hat{P} \) of firms (those with good land) obtaining credit. Then a new boom starts.

The better the technology \( \psi \) the longer is the period that a bad boom lasts until it crashes. Note that there are no “shocks” needed to generate information cycles, as the steady state of the economy displays deterministic cycles. Cycles arise from the endogenous evolution of the distribution of collateral beliefs in credit markets. \(^{30}\)

Finally, the next proposition characterizes the steady state when the technology is high, this is \( \psi > \bar{\psi} \).

**Proposition 3 (High Technology: Symmetric Ignorance—High Steady Consumption).** If \( \psi > \bar{\psi} \) the steady state is characterized by no information acquisition about collateral and constant consumption in every period. Furthermore, if \( \psi > \bar{\psi}^H \) consumption is at the unconstrained optimal level in equation (12).

**Proof.** In this case, as \( \psi > \bar{\psi} \) then \( \hat{p} > p^*(\tilde{q}(1|\psi)) \). Assume any \( \eta \leq 1 \), then \( p^*(\tilde{q}(\eta|\psi)) \leq p^*(\tilde{q}(1|\psi)) \) and there are never incentives to acquire information. Furthermore, if \( \psi > \bar{\psi}^H \) all firms obtain a loan \( K^* \) in steady state and consumption is at the unconstrained optimum level given by equation (12). \( \square \)

In this last region, when technology is high, there are no incentives to acquire information about collateral. Over time all collateral looks alike, and the economy converges to a situation in which all firms obtain a loan and produce without spending resources on information acquisition. If the technology is high enough, output is at the unconstrained first best. This is because financial frictions are not operational given the low expected default probabilities. This is naturally the optimal situation as the economy is stable and with the maximum level of consumption. This suggests that there are also reasons from a credit market perspective for which high productivity and success probabilities are beneficial for the economy, both in terms of level and stability of activity.

\(^{30}\) We have assumed a particular process for idiosyncratic shocks that generates a three-point belief distribution, but endogenous cycles exist as long as there is mean reversion in any such process. As soon as there is mean reversion and information is not acquired, beliefs will tend to concentrate around the average quality of land, \( \tilde{p} \), regardless of the specific process of idiosyncratic shocks. As soon as the threshold \( p^* \) crosses \( \tilde{p} \) a positive measure of land will be affected, creating a crisis-like event. The longer the economy is in a boom without information acquisition the larger will be the affected measure of land.
Remark on Balanced Growth Paths. Notice first that absent any exogenous shock in the economy the symmetric information and ignorance regions are deterministic steady states, as \( \eta \) is fixed, and then \( g_{Cr} = 0 \) and \( g_{TFP} = 0 \) while the asymmetric information region is a stochastic steady state as \( \eta \) is fluctuating deterministically over time, the probabilities of the various states will be repeated and remain constant. Second, notice that in case \( A \) grows at a constant rate, then the three regions will be in a balanced growth path, with TFP and consumption growing at the same rate, but without changing the characterization of information acquisition in credit markets or the availability of credit in each one of them.

4.2. Transitions

In the previous section we described the three possible stationary equilibria of the economy when technology \( \psi \) is fixed. In this section we discuss how the economy reacts to shocks to \( \psi \) such that the economy has to transit from one steady state to another. As steady states are ranked in terms of the productivity level, \( \psi \), these shocks can be positive or negative. On the one hand, positive shocks boost credit to a new steady state, but how the credit boom ends depends on the size of the positive shock. On the other hand, negative shocks have the potential to generate crises in which credit suddenly collapses, more in line with standard views of crises driven by exogenous contemporaneous negative shocks.

If the economy experiences a technological improvement, the dynamics of the economy depends both on the size of the improvement and on the initial technological condition. If the technology is low and increases dramatically (say to high) then the economy transitions from a calm and inefficient symmetric information regime to a calm and more efficient symmetric ignorance regime—a good boom. If the technological improvement is not as dramatic (say from low to intermediate) the economy moves from a stable environment with low consumption to a cyclical environment with higher output but more volatility, characterized by a sequence of booms and busts. If the initial condition of technology is intermediate and improves (say to high) the economy moves from a unstable cyclical situation to a stable economy with higher output.

On the other hand, if the technology is already high (say, e.g., that the economy had experienced a good boom in the past), it does not imply that the economy cannot suffer a negative technological shock that induces a crisis and moves it to a worse (either less efficient or more volatile) steady state. In this situation the model also generates interesting insights. A reduction in \( \psi \) can always induce a crisis, which is more likely if the shock is larger or if the economy has been in a long boom. In other words, a negative shock can induce a crisis even in the absence of a preceding boom. This story is more in line with the standard view of crises as generated by negative contemporaneous shocks. Also in our setting a negative contemporaneous shock in productivity induces an otherwise stable credit situation to collapse and then transforms what would have been just a recession into a sudden crisis. This effect complements the ones highlighted by papers such as Kiyotaki and Moore (1997),
Bernanke and Gertler (1989), or Carlstrom and Fuerst (1997) since real negative shocks in productivity feeds back into credit markets and causes a magnification of real shocks.

In the next section we illustrate numerically the difference between good and bad booms by showing the reaction of the economy to positive shocks to $\psi$. Negative shocks to $\psi$ just push the economy to a trivial, but potentially permanent, destruction of credit. Even though our informational mechanism is different than most of other stories in the literature, we will dispense to illustrate those cases of negative shocks to $\psi$ as the transitions are sudden and relatively trivial.

**Remark on Policy Implications.** There is a clear externality in our setting. When firms decide to take an information-insensitive loan, they do not internalize its effect on reducing the average productivity in the economy and increasing the incentives to acquire information. In other words, firms do not internalize the effect of their loan on the feasibility of a “symmetric ignorance” regime. A planner would take this effect into consideration, keeping average productivity from declining too much. More specifically, a planner would never allow credit booms in which the fraction of firms operating exceeds $\eta_1$, to occur, for example, by restricting credit or leverage, or by producing extra information, but interestingly with the main objective of avoiding too much information from being produced privately. In contrast to the dynamic intervention explored in Gorton and Ordonez (2014), in which the planner would like to subsidize information production to prevent a boom from growing too much and then reducing the expected costs of a crisis generated by a negative exogenous shock, in this paper the planner could prevent a crisis altogether by restricting credit once the average productivity of projects has reached a critical level.

### 4.3. Numerical Illustration

In this section we illustrate how small differences in the exogenous process of productivity can lead to large differences in the cyclical behavior of measured credit, productivity and output. For the illustration we assume idiosyncratic shocks happen with probability $(1 - \lambda) = 0.1$ per period, in which case the collateral becomes good with probability $\hat{\rho} = 0.88$. Firms’ labor is $L^* = K^* = 7$, household’s labor is $\tilde{L} = \tilde{K} = 20$ (the endowment is large enough to allow for optimal investment) and $C = 15$ (good collateral is good enough to sustain an optimal loan size). The costs of information are $\gamma_1 = 0.35$ for households in terms of numeraire and $\gamma_b = 0.05$ for firms in terms of labor. Finally, a fraction $\psi$ of projects (which we will vary) has a probability of success $q_H = 0.7$ and the rest a lower one, $q_L = 0.4$. Conditional on success the firm produces $A = 15$ units of numeraire.

First, we show how three different levels of technology (captured by $\psi$) generate three very different steady states as described in Propositions 1–3 in Section 4.1. Given the previous parameters, when the technology level is low ($\psi = 0.52$) the economy displays a low credit and low output steady state with continuous information...
replenishment, as characterized in Proposition 1. This situation is depicted by dashed blue in Figure 5.

When there are more good projects \(\psi = 0.62\) the technology is high and the steady state is characterized by Proposition 3. Credit and output are also stable but higher than in the previous case. This result arises from high levels of credit (as all firms obtain credit and operate) and high levels of GDP (both because there is more activity and TFP is higher). This situation is depicted by dotted black in Figure 5.

Finally, for an intermediate level of technology \(\psi = 0.57\), the steady state is in a cyclical situation, with a sequence of bad booms as characterized in Proposition 2. In this situation both credit and GDP fluctuates periodically, with periods above the level of an economy with worse technology (when credit is growing) but also with periods below it (when there are crises). This situation is depicted by solid red in Figure 5.

Now, based on Section 4.2, we illustrate transitions. We focus on how an economy that is originally in an information-sensitive regime, with a low and stable output responds to an exogenous positive and permanent productivity shock that increases the average probability of projects succeeding. We show that if this change is not large enough, the economy will transition to a regime with deterministic credit booms followed by crises—a sequence of bad booms. When the shock is followed by a series of other small positive shocks that make further technological improvements, the economy may experience a credit boom that drives the economy toward the first-best, where the credit boom gets exhausted without experiencing a crisis—a good boom.

More precisely, as previously we assume that \(\psi\) changes from 0.52 to 0.59. In itself this change will make the economy transition to a cyclical steady state. We plot the evolution of the two main variables we measured in the data, credit over GDP (solid red) and TFP (dashed red) in Figure 6. To compare to a good boom, we assume another situation in which, after the shock, \(\psi\) keeps increasing at a rate of 1% for 10 periods,
reaching a level of 0.60. This higher level of technology that is achieved during the boom makes the economy transition onto a different, information insensitive steady state—a good boom. This second possibility is depicted in black in the figure.

The credit boom generates an endogenous decline in TFP, however we have assumed an exogenous force that compensates this decline in the second case. When the decline in productivity is less severe, crises are less likely (not likely in this illustration), to end in crisis, which is consistent with our main empirical findings. Credit growth is the same in both types of booms, but productivity (and output) are higher during a good boom. This implies that credit over GDP is higher during bad booms. This is however in contrast to the common interpretation of excessive leverage in the literature, as in our model credit grows at the same rate in both cases, but during a bad boom such credit goes to projects that are less productive, which puts pressure for information acquisition and crises. This relation justifies why large credit booms predict crises—they are based on a situation in which credit increases faster than the output it sustains. Note that our setting does not predict the numerator being different across good booms and bad booms but instead that GDP is lower in bad booms, as productivity is lower. We examine this empirically in what follows.

These numerical examples illustrate the rich interactions between productivity and credit in an economy and their implications for its cyclical behavior. An economy may experience credit booms that take the economy from a low stable output level to a higher level of stable output without financial crises, which we have denoted as “good booms”. It can also experience a movement from a low stable output level to a
sequence of booms and busts that exist even without fundamental changes, which we have denoted as “bad booms”.

5. Some Empirical Tests

In this section of the paper we test an assumption we use in the model and two predictions that the model delivers.

The assumption we test is that default is a component of measured TFP. Although measured TFP is a residual that may contain several factors, in our model TFP growth is a combination of the growth of the probability of success ($\hat{q}$) and the growth of output conditional on success ($A$), as shown in equation (13). We have deliberately constructed the model such that only $\hat{q}$, not $A$, affects incentives to examine collateral in credit markets. Then our model is based on the insight that there is a component in our measure of TFP that drives the probability of default and then affects debt markets, whereas there is another component that determines the gains in case of success (and then repayment) that affects equity markets, not debt markets. Based on this we show that changes in TFP are correlated with changes in a measure of firm fragility (likelihood of failure).

The two predictions we test relate to the different behavior of default frequency and GDP growth during good and bad booms. The first prediction of the model is that firms are increasingly more fragile over bad booms, relative to good booms. The second prediction, as we discussed in the numerical example, is that although the growth in total credit is the same during both types of boom, productivity and output grow less during bad booms, and then credit over GDP grows more during bad booms.

5.1. Test of the Assumption that Firm Default is a Component of TFP

Testing the assumption that default is a component of TFP is hard because we do not have bankruptcy data, nor do we have business failures for our panel of countries. We can however use equity data to produce a measure of firm fragility recently introduced and studied by Atkeson et al. (2013). As a measure of firm fragility, they introduce Distance-to-Insolvency ($DI$), based on Merton (1975) and Leland (1994). $DI$ measures the adequacy of a firm’s equity cushion relative to its business risk. They show that this is a good proxy for the probability of default and that it can be measured with the inverse of the volatility of a firm’s equity returns.31 We construct $1/\text{vol}_{j,t}$ for a country $j$ at year $t$, based on daily stock price data for all listed companies for each country in our sample. The period for which these data are available differs somewhat across countries. Also, the number of listed firms changes over time. See Table C.6 in

\[ DI_t = \left( \frac{V_{At} - V_{Bt}}{V_{At}} \right) \frac{1}{\sigma_{At}}, \]

---

31. Atkeson et al. (2013) define the distance-to-insolvency in period $t$ by
Table 10. Default as a component of TFP.

<table>
<thead>
<tr>
<th></th>
<th>(i = 1)</th>
<th>(i = 2)</th>
<th>(i = 3)</th>
<th>(i = 4)</th>
<th>(i = 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.00</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>$t$-Statistic</td>
<td>3.97</td>
<td>5.32</td>
<td>7.18</td>
<td>8.57</td>
<td>9.49</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>$t$-Statistic</td>
<td>4.10</td>
<td>4.32</td>
<td>3.97</td>
<td>4.33</td>
<td>4.32</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.02</td>
<td>0.07</td>
<td>0.11</td>
<td>0.16</td>
<td>0.01</td>
</tr>
<tr>
<td>$N$</td>
<td>871</td>
<td>871</td>
<td>839</td>
<td>839</td>
<td>807</td>
</tr>
<tr>
<td>FE</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

the Online Appendix for details. More specifically, for a given country we calculate the monthly stock return volatility for each listed company based on daily data. We then take the median of the monthly volatilities for each firm in a year. This is the annual measure of firm fragility we use for each country in each year, $vol_{j,t}$.

Note that a decrease in $1/\text{vol}_{j,t}$ corresponds to an economy becoming more fragile (as volatility is larger). To test our assumption we examine versions of the following regressions, with and without fixed effects:

$$
\Delta(\text{TFP})_{j,t} = \alpha + \beta \frac{1}{\text{vol}_{j,t}} + \varepsilon_{j,t}.
$$

In Table 10 the results are shown for changes in the variables over different horizons, that is, $i = 1$ year, 2 years, out to 5 years, confirming that a significant component of measured TFP is firm fragility.

These results suggest that firms’ fragility, which is the productivity component that we highlight in this paper affects credit markets the most, is an important part of TFP. Table C.3 in the Online Appendix we show a scatter plot of this regression for all countries and also specific examples for some countries that illustrates the robustness of this relationship.

5.2. Tests of Model’s Predictions.

5.2.1. Firms Default more During Bad Booms. Atkeson et al. (2013) show that in the United States the measure of fragility for the entire economy was uniquely

where $V_A$ and $V_L$ are the market value of the assets and liabilities future cash flows, respectively, whereas $\sigma_A$ is the standard deviation of innovations to $V_A$. They also define the distance-to-default by

$$
DD = \left(\frac{V_A - V_\text{et}}{V_A}\right) \frac{1}{\sigma_A},
$$

where $V^*_A$ is the threshold asset value below which the firm defaults. As these components are difficult to measure in the data, they use a structural model of cash flows and show that the inverse of equity volatility is between these two measures, $DI \leq 1/\sigma_{\text{et}} \leq DD$, and that, when creditors are quick in forcing an insolvent firm into default, $DI$ and $DD$ are close to each other and $1/\sigma_{\text{et}}$ is a good proxy of the firm’s financial distress.
low for the Great Depression, the recession of 1938–1939, and the Crisis of 2007. Table 11 shows that our first prediction is borne out just comparing means. Firms are significantly more fragile, on average, over bad booms compared to good booms.

We formalize these results with the following regression, which is a version of regression (2) but using fragility instead of productivity changes.

\[
Pr(BadBoom_{j,t}|Boom_{j,t}) = F_L\left(\alpha + \beta \frac{1}{\text{vol}_{j,t-1}}\right).
\]

Table 12 shows that the coefficient on this variable is significantly negative, meaning that the likelihood of being in a bad boom, conditional on being in a boom, is increasing as the fragility of the firms in the economy increases.

### 5.2.2. GDP Grows Less During Bad Booms.

In our model, total credit grows at the same rate during both good and bad booms, but productivity and output grow more during a good boom. This implies that credit over GDP grows faster during bad booms, which is confirmed in the first row of Table 2. We can probe into this further by looking at the numerator and the denominator separately. The second row of Table 2 shows that total credit (the numerator) grows in average 13.95% in bad booms and 13.03% in good booms, with this difference not being statistically significant \((t = -0.7)\). The third and fourth rows of Table 2 decompose the sources of total credit growth. Although
corporate credit grows at roughly the same rate in both booms (around 3.6%), credit to households indeed grows less during bad booms (8.5% vs. 6.7%), which contradicts the common view that credit booms that end in crises are fueled by particularly strong boosts of credit toward households. In fact, the seventh row of Table 2 shows that real GDP grows in average 2.4% in bad booms and 3.1% in good booms, with this difference being statically significant ($t = 3.28$). So, this model prediction is not only confirmed but also differentiates our model from others that are driven by total credit instead of being driven by what the credit finances. This finding, consistent with our model, suggests that a crisis is more likely to be predicted not by monitoring the growth of total credit but instead the growth of productivity that such increase in credit generates.

**Remark on Testing the Informational Mechanism.** Even though these empirical results confirm two predictions of the model, we have not directly tested the mechanism of information, under which the crisis is caused by a switch to producing information about collateral from a previous state of not producing information about collateral. Our data limits what we can analyze, but others have produced consistent direct evidence. Benmelech and Bergman (2018) show that when the price of bonds fall, those bonds become very illiquid, corresponding in our model to collateral becoming unusable for borrowing. Benmelech and Bergman (2018) show that the causality runs from prices going down (information being produced) and not the other way around (prices go down in anticipation of future illiquidity). They also show that the effects show a distinct nonlinearity as the value of a bond nears the default point. Their study is not, however, about crises.

In our model, a financial crisis is a sudden switch from information-insensitive debt to information-sensitive debt. Brancati and Macchiavelli (forthcoming) provide evidence for this switch. They find that at the onset of the crisis more analysts are assigned to cover banks and that these analysts produce significantly more precise information, measured by the standard deviation of their bank ROA forecasts. The precision of the ROA forecasts has a larger impact on bank credit default swap spreads in a crisis compared to non-crisis periods. Also, they show that more precise information has a larger impact on banks that are expected to do poorly, those banks with prior “bad” ROA forecasts. In short, in a crisis more precise information amplifies market expectations of default risk and more precise information increases default risk for banks that are expected to perform poorly. These effects are not present in non-crisis times. Gorton and Holmström (forthcoming) summarize other empirical studies on the mechanism.

Further, as mentioned previously, in our model TFP growth is a combination of the growth of the probability of success ($q$) and the growth of output conditional on success ($A$). In other words, one component of TFP that drives the probability of default, affecting debt while the other component, which affects the gains in case of success affects equity markets, not debt markets. This is examined by Chousakos, Gorton, and Ordonez (2018). They show, in a large panel of countries, that the amount
of information produced in equity markets depends on the state of the macroeconomy. More information is produced (as measured by the standard deviation of the cross section of stock returns) in advance of recessions and particularly in advance of recessions with financial crises. So, although debt displays a switch from information-insensitive to information-sensitive, starting the crisis, information in equity markets is being produced in advance of the crisis.

6. Conclusion

Financial crises are typically preceded by credit booms, but not all credit booms end in a financial crisis. Credit booms are not rare. The average country spends over half its time in a boom, with an average duration of eleven years. The start of a boom is usually preceded by a burst of innovation, but this positive productivity shock dies off faster during booms that end in crises. The seeds of a crisis may be sewn and incubated long before the crisis, which is therefore not necessarily the result of contemporaneous negative shock.

We provided a model that relates productivity, credit booms, and financial crises to capture these facts. Investments based on a positive technological shock may be financed by information-insensitive debt that has the potential to generate deterministic business cycles. When technology is good enough there are no incentives to examine the collateral that backs the debt. As information about collateral decays there is a credit boom that endogenously reduces the quality of projects that are financed and increases the incentives to acquire such information. Once this pressure is large enough, there is a wave of collateral examination, which destroys credit and generates a crash (recession or depression). After this event, the cycle restarts. We do not claim that this informational mechanism is the only plausible explanation of our stylized facts, but it is consistent with those facts without relying on exogenous assumptions about shocks that directly affect credit, such as shocks to collateral constraints.

The business cycle we obtain is a mirror image of what we call “information cycles”—the transit of the financial system from a “symmetric information” regime to a “symmetric ignorance” regime. The growth of symmetric ignorance endogenously generates a growth in the incentives to generate information and then a decline in the chances that ignorance is sustainable. Effectively the boom plants the seeds for its own destruction.

In our setting the change of technological opportunities is exogenous for simplicity. In reality innovation is an endogenous process, usually subject to sudden discoveries. The diffusion of technology takes time because firms need financing, as the credit boom develops, more firms get financing and the technology diffuses. But, if over time there is decreasing productivity of marginal projects, then a crisis will eventually occur. The innovation runs out of steam, so to say. This endogenous process is outside the scope of the paper, but a fruitful path for future research is to understand how endogenous growth and financial crises relate.
Appendix A: The Roaring Twenties: Example of a Bad Boom

To understand the role of credit granted to households and to corporations during a credit boom ending in a crisis, we briefly look at the Roaring Twenties in the United States, the famous credit boom leading up to the Great Depression. The Roaring Twenties illustrates the variety of credit granted during a boom and also shows the decline or maturing of the technological innovation that started at the beginning of that decade, leading up to the crisis, which we will subsequently model as a decline in average productivity over a bad boom.

The Roaring Twenties was also an investment boom, as more generally shown in Table 2. It was a period of intense technological innovation, deemed by Field (2003) to be “the most technologically progressive decade of the century”. There seems to have been a sharp upward movement in TFP at the start of this era, a technology shock. In Solomon Fabricant’s introduction to Kendrick (1961) study of productivity trends in the United States, he noted: “A distinct change in trend appeared sometime after World War I. By each of our measures, productivity rose, on the average, more rapidly after World War I than before...The change in trend...is one of the most interesting facts before us” (p. xliii). David and Wright (1999) also note “A marked acceleration of productivity growth in U.S. manufacturing occurred after World War I”.

According to Field (2006), “Manufacturing contributed almost all 83% of the growth of total factor productivity in the U.S. private non-farm economy between 1919 and 1929” (p. 203). “The extraordinary TFP growth in manufacturing in the 1920s was largely driven by floor space savings and improved materials flow associated with newly laid out factories. The rearrangements were made possible by the removal of the straightjacket previously imposed by a mechanical distribution of internal power” (p. 227). There was also a large increase in the use of electric power. See Devine (1983). Other examples of this burst of innovation include the radio and other electrical appliances, assembly line production for cars, petrochemicals, new materials like Teflon and Nylon (see Field 2003, 2006; Raff 1991). Further, the National Research Council data show that between 1919 and 1928 inclusive, companies founded an average of 66 R&D labs per year (see Field 2003). According to Gordon (1951), “The rise in output of cars, trucks, and accessories accounted for roughly a third of the total increase in the flow of finished commodities between 1909–1913 and 1923–1929. Comparing the flow of finished commodities from the automobile industry with the total flow of all finished commodities, both in producers’ 1913 prices, for selected years between 1909 and 1929, we find that by 1920, the output of the motor industry had already expanded some 2 billion, in 1913 prices, since 1990” (p. 189). Smiley (2008), Oshima (1984), and Soule (1947) provide further overviews of technological change prior to and during the Roaring Twenties.

What types of credit were granted during the Roaring Twenties? Table A.1 shows the changes in the quantity of different types of credit granted during the twenties. The percentage changes, in the last column, show that real estate loans, including urban
TABLE A.1. Credit during the Roaring Twenties.

Changes in the quantity of credit by type during the Roaring Twenties

<table>
<thead>
<tr>
<th>Type of credit</th>
<th>Amount (millions of dollars)</th>
<th>Change 1920–1924</th>
<th>Change 1925–1929</th>
<th>Change 1920–1929 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total loans and investments</td>
<td></td>
<td>841</td>
<td>7566</td>
<td>17</td>
</tr>
<tr>
<td>Real estate loans</td>
<td></td>
<td>2723</td>
<td>2600</td>
<td>114</td>
</tr>
<tr>
<td>Non-real estate loans</td>
<td></td>
<td>841</td>
<td>7566</td>
<td>34</td>
</tr>
<tr>
<td>Domestic corporate bond issuance</td>
<td></td>
<td>10138</td>
<td>13739</td>
<td>35</td>
</tr>
<tr>
<td>Urban home mortgages</td>
<td></td>
<td>20</td>
<td>41.5</td>
<td>108</td>
</tr>
<tr>
<td>Urban commercial mortgages</td>
<td></td>
<td>16.3</td>
<td>31.6</td>
<td>94</td>
</tr>
</tbody>
</table>


home mortgages, had the highest growth. Commercial mortgages also grew a lot. Non-real estate loans and corporate bond issuance also grew, but not by as much. The credit boom, it seems, consisted of a variety of different types of credit, but mortgages were the largest component. Although, as Gordon (1951) points out: “It is difficult to say to what extent the housing boom should be considered an independent influence in the 1920s. In part it arose out of the changes created by the automobile. This was true also of commercial building. In part the housing boom was due to the war, which tended to push forward into the 1920s a good deal of private investment that otherwise would have occurred earlier” (p. 212).

The Roaring Twenties is also an illustration of the technological change slowing or “maturing.” Gordon (1951) put it this way:

“...the investment boom of the ’20’s resulted from a concentrated flowering of investment opportunities, created by the rapid maturing of a series of new industries and new services...The ‘gestation period’ for the new industries of the ’20s was short compared with that of the railroads or steel in an earlier period. By 1929 automobiles, electric power, road-building, the new service industries, and so on were at or near maturity; they no longer needed, for replacement or for further growth, the same volume of investment as formerly” (p. 211).

In other words, the new technologies ran out of steam, resulting in a crisis, the Great Depression. The Roaring Twenties are an example of a bad boom.32

32. This view is consistent with Eichengreen and Michener (2003) whose paper is entitled “The Great Depression as a Credit Boom Gone Wrong”.
Appendix B: Alternative Model with Mortgages

Consider a single period economy, with a mass 1 of risk-neutral households and deep-pocket lenders. Households have an exogenous endowment $c$ of numeraire good at the beginning of the period and can work during the period to obtain a wage $w$ at the end of the period. The lender verifies that the household is employed at the beginning of the period, but employment is uncertain. With probability $q$ the household maintains his work and with probability $(1 - q)$ he is laid-off. Households obtain utility from home ownership. A house of size $K$ (in terms of the price in units of numeraire) generates marginal utility $A > 1$ for $K \leq K^*$, and 0 for $K > K^*$. This assumption just guarantees an optimal housing size of $K^*$.

If labor income were verifiable, state contingent contracts would implement the optimal consumption of housing. In this case, households would borrow $K^* - c$ from lenders, promising 0 in case of being unemployed and $K^* - c/q$ in case of being employed. As long as $w > K^* - c/q$, lenders break even and all households would consume housing of size $K^*$, obtaining an expected utility of

$$E(U)_{opt} = K^* A + q \left( w - \frac{K^* - c}{q} \right) = c + qw + K^* (A - 1).$$

If labor income were non-verifiable, households can use the house they buy as collateral. We assume that a lender who seizes a house of size $K$ in case of default can resell it at $K$ with probability $p$, but cannot resell it at all with probability $1 - p$ (then generating 0 to the lender, as the lender does not obtain any utility from holding the house). We assume the lender can analyze the housing market to determine the value of the house at a cost $\gamma_l$ in terms of the numeraire good. Households can also endeavor in such analysis at a cost $\gamma_b$ in terms of housing. As in the main text, the question is whether there is information about the (marketability of the) house or not at the time of issuing the mortgage.

**Information-Sensitive Mortgage**

Lenders are competitive and they break even when

$$p[qR_{IS} + (1 - q)x_{IS}K] = p(K - c) + \gamma,$$

with $\gamma = \min \{ \gamma_l, \gamma_b \}$. As in the main text, truth telling implies that households should pay the same in case of success or failure, $R_{IS} = x_{IS}K$. Then

$$x_{IS} = \frac{p(K - c) + \gamma}{pK} \leq 1.$$

Expected total utility of households (both from consumption and housing) is $c + qw + p(KA - x_{IS}K)$. Then, plugging $x_{IS}$ in equilibrium, and as households buy a house of size $K^*$ when obtaining a mortgage, expected net utility (net of the endowment and expected labor income $c + qw$) from an information-sensitive mortgage is

$$E(U|p, q, IS) = \max \{ pK^*(A - 1) - \gamma, 0 \}.$$
Intuitively, with probability \( p \) the households can obtain a mortgage for \( K^* \), which generates a net utility of \( K^*(A - 1) \) of housing services, and with probability \( (1 - p) \) the house does not have any resale value and then the household cannot obtain a mortgage. Notice this is almost identical to the expected profits from information-sensitive loans we derived in the main text.

**Information-Insensitive Mortgage**

Another possibility for households is to borrow such that there is no information acquisition about the house that will serve as collateral. As in the text, information acquisition is private. Lenders break even even when

\[
q R_{II} + (1 - q)x_{II} pK = K - c,
\]

subject to truth-telling, \( R_{II} = x_{II} pK \). Then \( x_{II} = K - c/pK \leq 1 \).

For this contract to be information-insensitive, we have to guarantee that neither lenders nor borrowers have incentives to deviate and check the value of collateral privately before the loan is negotiated and to take advantage of such private information before it becomes common knowledge. Lenders want to deviate because they can lend at beneficial contract provisions if the house has a market for sure, and not lend at all if the house cannot be resold. Borrowers want to deviate because they can borrow at beneficial contract provisions if the house cannot be resold and they can renegotiate even better conditions if the house can be resold.

Formally, lenders do not want to deviate if the expected gains from acquiring information, evaluated at \( x_{II} \) and \( R_{II} \), are smaller than the private losses, \( \gamma_l \), from acquiring information.

\[
p[q R_{II} + (1 - q)x_{II} K - (K - c)] < \gamma_l \quad \Rightarrow \quad K < c + \frac{\gamma_l}{(1 - p)(1 - q)}.
\]

As mortgages are never larger than \( K^* \),

\[
K < K^l(p|q, II) \equiv \min \left\{ K^*, c + \frac{\gamma_l}{(1 - p)(1 - q)} \right\}. \tag{B.1}
\]

Similarly, borrowers do not want to deviate if the expected gains from acquiring information, evaluated at \( x_{II} \) and \( R_{II} \), are smaller than the losses from acquiring information. Specifically, if borrowers acquire information, their expected benefits are \( p(K^*(A - 1) - \gamma_b) + (1 - p)K(A - 1) \). With probability \( p \) the house has a resale value and the household borrows \( K^* \). Recall that for simplicity we have assumed that the information cost is in terms of housing and then it only applies if the house can be resold, with probability \( p \). With probability \( 1 - p \) the house does not have any resale value and the household borrows the original contract \( K \). If borrowers do not acquire information, their benefits are \( K(A - 1) \). Hence borrowers do not acquire information if

\[
K > K^b(p|q, II) \equiv K^* - \frac{\gamma_b}{(A - 1)}. \tag{B.2}
\]
An information-insensitive mortgage is only feasible when both conditions (B.1) and (B.2) are satisfied. In this case the expected net utility of households becomes

$$E(U \mid p, q, II) = \max\{K^l(p \mid q, II), K^b(p \mid q, II)\}(A - 1).$$

Notice again that the problem is almost identical in structure to the one in the main text. In particular constraint (B.2) does not depend on $q$, whereas constraint (B.1) does. This implies that, as $q$ declines, the range of $p$ for which an information insensitive mortgage is feasible shrinks, making crises more likely for a given average resaleability of houses $\hat{p}$.

**Dynamics.** The same dynamics as in the paper holds in this case. Denote by $\eta$ the volume of mortgages in the economy, this is the leverage and indebtedness of households for home ownership. One possibility is that the increase in household indebtedness in the economy increases labor supply by a dominating wealth effect, reducing the likelihood of finding a job for each individual, reducing $q$. Our setting has the same dynamic implications as in the main text as long as $q(\eta)$ declines with household leverage. Another possibility is that the increase in household leverage reduces the probability a house can be resold in average. If $\hat{p}(\eta)$ is a decreasing function of $\eta$, information-insensitive mortgages are more difficult to sustain and then the system is also more prone to suffer a crisis.
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